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Abstract. Adversarial input perturbation is a well-studied problem in

machine learning. Here, we introduce a generalized variant of this problem,

where we look for adversarial examples that satisfy multiple constraints

simultaneously over a set of multi-class models. For example, we might

want to force an entire set of models to make the same mistake over the

same example, in order to create transferable attacks. Or we might want

to fool just a single model, without fooling the rest of the models, in order

to target only a specific manufacturer. Known attacks are not directly

suitable for addressing this problem. The generated example has to satisfy

multiple constraints and no feasible solution may exist for any amount of

perturbation. We introduce an iterative heuristic algorithm inspired by the

DeepFool attack. We evaluate our method over the MNIST and CIFAR-

10 data sets. We show that it can find feasible multi-model adversarial

perturbations, and that the magnitude of these perturbations is similar to

the single model case.

1 Introduction

It has been known for many years that most machine learning models are sur-
prisingly sensitive to very small adversarial perturbations of the input [1, 2]. In
the original formulation of the problem, we are given a fixed model and a cor-
rectly classified example. The attacker wishes to find a minimal perturbation of
the example such that the model predicts any wrong label (untargeted attack)
or a given desired label (targeted attack). Since the seminal papers on this topic,
a large number of methods have been proposed to create better adversarial ex-
amples [3, 4] and to provide defense mechanisms [5, 6]. See [7] for a relatively
recent overview.

Here, we propose and study a more general version of this problem, where
we are given more than one model and an example. For each model, we specify
whether the given model should correctly classify the example or predict any
wrong label or predict a fixed specific label. This way, all the models specify a
constraint on the desired perturbation. We assume a white box scenario where
all the models are fully known.

This formulation allows for a wide variety of adversarial constraints on a
given model set. Here, we focus on two patterns of constraints with interesting
applications. In the first case, we wish to find an adversarial example such that
all the models predict the same wrong label. This is related to the problem
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of finding adversarial examples for ensembles of models in the hope that these
examples would also fool additional unseen black box models [8, 9, 10]. Known
methods rely on the traditional setup where the ensemble is treated as a single
model that has to be fooled. Unlike our approach, it always allows for multiple
models in the ensemble to predict the correct label or even other inconsistent
labels, as long as the ensemble decision is fooled.

The second pattern we study involves fooling a single model from the set,
while making sure the rest of the models keep predicting the correct label. To the
best of our knowledge, this is a novel scenario. In a sense, this is the inverse of
the transferability problem, where we are looking for adversarial perturbations
that do not transfer to other models, in a well-controlled manner. An inter-
esting application is when an attacker wants to fool the product of a specific
manufacturer, while making sure all the other products work correctly.

Our multi-constraint adversarial problem cannot be tackled with existing
attack approaches directly. We propose an iterative optimization algorithm in-
spired by the DeepFool method [3]. We evaluate our method over the MNIST
and CIFAR-10 data sets. We show our approach can find feasible multi-model
adversarial perturbations, and that the magnitude of these perturbations is sim-
ilar to the single model case.

2 Algorithm

Let us first introduce our notations. We assume a set of multi-class models
f1, . . . , fm where fi : R

d → R
C . The models have C outputs that correspond to

the possible class labels. The classification of a given input x by a model fi is
given by ki(x) = argmaxj fi,j(x), where fi,j is the jth output dimension of fi.
We are looking for adversarial examples such that a given subset of the models
is fooled while the rest of the models are not.

The basic idea behind the algorithm comes from the DeepFool method [3],
where we also implement a heuristic iterative optimization algorithm based on
the first order approximations of the decision boundaries. However, unlike Deep-
Fool, we deal with several models targeted simultaneously by several different
attack patterns. Our algorithm is shown in Algorithm 1. We assume that we
are given an example x that is classified correctly by all the models. The models
in Ft have to be fooled while those in Fp must not be. The loop runs until this
goal is met. Within the loop, we ask for two perturbation steps: one that fools
all the models in Ft and one that makes sure that all of the models in Fp predict
the correct label. We apply the one with the larger norm. The idea is that this
way we first solve the harder problem and then gradually satisfy the rest of the
constraints.

A single iteration step is computed by Algorithm 2. The goal is to find a
perturbation for x such that all the models in F predict a common label c∗ ∈ C,
where F and C are parameters of Algorithm 2. In this version we present the
untargeted version of the algorithm where this common label is not given as
input, it can be arbitrary. The idea behind the algorithm is that for each label
and each model we compute one potential targeted step for the iteration like
the DeepFool iteration step [3]. We then pick the class label c∗ that minimizes
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Algorithm 1 Multi-model adversarial perturbation

1: Input: example x, targeted models Ft, protected models Fp

2: Assumption: ∀fj ∈ Ft ∪ Fp : kj(x) = ĉ, where ĉ is the correct class of x
3: x0 ← x
4: i← 0
5: while i < imax and [∃fj ∈ Ft : kj(xi) = ĉ or ∃fj ∈ Fp : kj(xi) 6= ĉ] do

6: rt ← getStep(xi, {every class label except ĉ},Ft)
7: rp ← getStep(xi, {ĉ},Fp)
8: r ← rarg maxi∈{t,p} ‖ri‖2

⊲ the larger of rt and rp
9: xi+1 ← xi + r

10: i← i+ 1
return xi ⊲ the perturbed input

Algorithm 2 getStep

1: Input: example x, targeted classes C, targeted models F .
2: for c ∈ C do

3: for fi ∈ F such that ki(x) 6= c do ⊲ models predicting other than c
4: ŵi,c ← ∇fi,c(x)−∇fi,ki(x)(x) ⊲ ≈ direction to class c
5: wi,c ← ŵi,c/‖ŵi,c‖2 ⊲ ≈ normalized direction to class c
6: δi,c ← |fi,c(x) − fi,ki(x)(x)|/‖ŵi,c‖2 ⊲ ≈ distance to class c

7: mc = argmaxi δi,c ⊲ index of model with maximal distance to c

8: c∗ ← argminc δmc,c ⊲ class where maximal distance from ki(x) is minimal
return δmc∗ ,c

∗ ·wmc∗ ,c
∗ ⊲ perturbation towards making all F predict c∗ ∈ C

the maximal perturbation size over all the models. The maximal perturbation
vector corresponding to this class label (where the maximum is taken over the
models) is returned.

Note that there are several cases that we do not elaborate on here, for ex-
ample, when some of the sets are empty. These can be handled in a natural
way.

3 Experiments

We used the MNIST and CIFAR-10 data sets. The MNIST [11] data set consists
of grayscale 28×28 images of handwritten digits, from 0 to 9. The CIFAR-10 [12]
data set contains 32×32 RGB color images representing 10 classes of objects.
The main properties are shown in Table 1. The column “Consistently Classified”
is explained later on. As preprocessing, the features were normalized in both
data sets to the range [0, 1].

We created four model sets to test our multi-model attack method. Three
sets were created on MNIST. For each set, we fixed a network structure and used
eight different regularization parameters to train eight different weight sets for
the network. A fourth set was created on CIFAR-10, where we used one network
structure and eight different regularization parameters.

The three networks for the MNIST data set had one hidden layer of sig-
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Table 1: Properties of data sets
Training Set Test Set #features (d) Consistently Classified

MNIST 60 000 10 000 784 7860/9180/9443
CIFAR-10 50 000 10 000 3072 4335

Table 2: Regularization coefficients used to create model set
0 1 2 3 4 5 6 7

MNIST 10 0 1e-8 1e-7 1e-6 1e-5 1e-4 1e-3 1e-2
MNIST 100 0 1e-9 1e-8 1e-7 1e-6 1e-5 1e-4 1e-3
MNIST 1000 0 1e-9 1e-8 1e-7 1e-6 1e-5 1e-4 5e-4
CIFAR-10 0 1e-5 1e-4 1e-3 2e-3 3e-3 4e-3 5e-3

moid neurons of size 10, 100 and 1000, respectively, and a softmax output layer.
On CIFAR-10 we trained a convolutional network with a shallow LeNet-like
architecture. It uses two blocks of two convolutional layers followed by max-
pooling, followed by two dense layers. Every layer has ReLU activation except
the last one, which has a softmax activation. The dimensions of the first four
convolutional layers of 3x3 filters, and the last two dense layers are (32x32x32),
(30x30x32), (15x15x64), (13,13,64), 512, and 10. This results in 1,250,858 pa-
rameters.

We used ADAM [13] as our optimizer with a minibatch size of 128 and a
stopping threshold of 10−10. The eight regularization parameters were different
for each network, as seen in Table 2. The reason is that we calibrated the range
so that the last setting is overly regularized.

The properties of the individual models in the model sets are shown in Fig-
ure 1 (left). We define robustness as the L2 norm of the untargeted adversarial

perturbation found by DeepFool, normalized by
√
d, where d is the input dimen-

sion. We normalize with
√
d because, in the case of image data, this way we

characterize the sensitivity of each pixel irrespective of the resolution of the im-
age, which is a more natural measure. Recall, that each input feature has a value
in the range [0, 1]. We can see that robustness is increasing with regularization
in all the cases, as expected.

The last column of Table 1 shows the number of test examples that were
correctly classified by all the models in the respective model set, in the case of
MNIST in the order of the 10, 100 and 1000 neuron hidden layers. Our multi-
model attack method was evaluated on these consistent examples only. For each
model set, we computed the adversarial perturbation for all these test examples
in 9 different scenarios. This includes targeting each of the 8 different models
in the model set individually while protecting the rest of the models (that is,
Ft = {fi} and Fp = {f0, . . . , f7} \Ft for i = 0, . . . , 7) as well as targeting all the
models simultaneously (that is, Ft = {f0, . . . , f7} and Fp = {}). The number of
iterations was limited by imax = 1000. We used the models without the softmax
activation, as was done in [3].

All the attacks were successful for all the examples, except in the case of
MNIST with 10 hidden neurons, where the number of examples on which the
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Fig. 1: Properties of the individual models (left), and multi-model attack statis-
tics, where the horizontal axis indicates the targeted models Ft (right).

attack was not successful ranged from 16 to 278 out of the 7860 consistent
examples, which amounts to an 0.2% to 3.5% error rate. The results are shown in
Figure 1 (right). The required number of iterations of our attack method is rather
small. Surprisingly, the CIFAR-10 model set requires much fewer iterations than
the MNIST sets despite it containing larger models.

Quite surprisingly, the multi-model perturbations are very similar in size to
those of the single model (DeepFool) perturbations shown in the left column.
This result was not anticipated, because the models differ only in the applied
regularization coefficient, so they are fairly correlated, which would suggest that
finding an adversarial example that fools one model but not the others is hard.
However, in all the model sets, even for the most robust model (with large
regularization) we can easily find an adversarial example with very small per-
turbation that does not fool the rest of the models. In the CIFAR-10 dataset,
the perturbation found for the “all targeted” case has a somewhat larger mag-
nitude than that for the other attacks. However, it is still an extremely small
(normalized) perturbation - amounting to less than 1.5% per input feature.
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4 Conclusions

We proposed an iterative algorithm to find small adversarial perturbations that
fool a given set of models simultaneously in a given pattern. This problem for-
mulation has several applications including the generation of transferable adver-
sarial examples, as well as non-transferable examples that target only a specific
model and ensure that the other models are safe.

The algorithm applies the first-order approximation of the decision bound-
aries used in the DeepFool method. We evaluated the algorithm on a number
of model sets over MNIST and CIFAR-10. We found that the algorithm consis-
tently produces small perturbations in all the cases we examined. Perhaps the
most interesting result is that small adversarial perturbations are present even
when a non-transferable adversarial example was generated for the most robust
model in the set, despite the fact that the models differed only in the regular-
ization coefficient. The generalization of the method and making improvements
to its convergence speed are under way.
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