ESANN 2020 proceedings, European Symposium on Artificial Neural Networks, Computational Intelligence
and Machine Learning. Online event, 2-4 October 2020, i6doc.com publ., ISBN 978-2-87587-074-2.
Available from http://www.i6doc.com/en/.

Fast Deep Neural Networks Convergence using a
Weightless Neural Model

Alan T. L. Bacellar, Brunno F. Goldstein, Victor C. Ferreira,
Leandro Santiago, Priscila M.V. Lima and Felipe M. G. Franga *

Federal University of Rio de Janeiro (UFRJ)
Rio de Janeiro - Brazil

Abstract. Deep Neural Networks (DNNs) have surged as a promising
technique for Al applications combining a huge parametric space with ef-
ficient learning algorithms. The efficiency of the training procedure relies
on some optimization algorithms which adjust the initial weights to min-
imize the loss of the model. Such strategies are essential to speed up the
convergence of the optimization steps. Nonetheless, a general initialization
procedure is still an open problem since the proposed techniques either re-
quire a long processing time or take a considerable number of iterations to
figure out an acceptable model. This work presents a weight initialization
strategy using transfer learning via Weightless Neural Network (WNN).
This WNN initialization strategy reaches up to 5.5x accuracy and 15x
loss reduction at the first iterations when compared against well-known
techniques such as Xavier and He.

1 Introduction

Over the past years, Deep Neural Networks (DNNs) had a massive impact in
several fields like image classification, segmentation, speech recognition and nat-
ural language processing. It has seized the attention of the industry and research
community with a series of learning breakthroughs, opening the horizon for an
unprecedented problem solving through neural networks. However, training such
DNNs workloads in a reasonable time is a challenging process that relies on a
close-to-optimal choice of a set of hyperparameters.

Weight initialization is critical for fast and stable convergence of a neural
network model. Without proper initialization [1], weights could have little or
even no updates, hindering the learning process, or even stalling it. The model
architecture should also be taken into account by the chosen technique. Hidden
layers with more neurons should be initialized with smaller weight and vice-versa
2, 3].

WiSARD [4] is the most adopted Weightless Neural Network (WNN) model
based on Random Access Memory (RAM). In contrast to DNN, training proce-
dure of WiSARD relies on pseudo-random mapping from the binary input to a
set of locations into RAM nodes, that is performed as one-shot training. It has
been explored in various applications resulting in simple implementations and
real-time performance [5, 6, 7, 8, 9].
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The main contribution of the paper is a proposal for a new weight initial-
ization technique using transfer learning from a WNN to a DNN. Our approach
leverages the output feature vectors from a pre-trained DNN as a WiSARD train-
ing input data. Then, we translate the RAM units content to the DNN weights,
using it as initialization values for the DNN classifier. We compared the pro-
posed WiSARD based initialization with widely known methods like Xavier[2],
and He[3], showing that it can deliver up to 5.5x better accuracy and 15x in
loss decrease during the first set of iterations. This approach speeds up DNN
convergence.

2 Background

2.1 Neural Network Initialization

Training neural networks rely upon a set of hyperparameters to achieve state-
of-the-art accuracy. Learning rate, activation functions, number of epochs, and
batch size are some of these parameters that determine if the network converges
or not, and how fast it happens. However, even selecting the best options, the
number of layers in current deep neural networks makes it infeasible to train
without proper initialization.

Training DNN is a non-convex optimization problem, so selecting a good
starting point is crucial. The idea of initializing the weights using small ran-
dom numbers from Gaussian distribution with zero mean and le — 2 standard
deviation became popular at the beginning, where networks had a small size
with a few numbers of layers (less than five). Yet, training large ones was still
challenging due to the vanishing gradient problem that appears in the last lay-
ers. In 2010, Glorot et al. [2] proposed the Xavier initialization by adding a
scaling factor to standard deviation based on the number of input neurons on
each layer, mitigating the vanishing effects. Furthermore, He et al. [3] extended
this approach to deal with current nonlinear activation functions, e.g., ReLU,
which was not possible with the Xavier method.

2.2 WiSARD

Weightless Neural Network (WNN) [10] represents each neuron as a Random
Access Memory (RAM) node. It has been applied as attractive solution for
pattern-recognition and artificial consciousness applications. WiSARD (Wilkie,
Stoneham and Aleksander’s Recognition Device) is the pioneering WNN model
[4] proposed as multi-discriminator classifier that is able to determine similar
patterns from binary input. Several works have shown the potential performance
of WiSARD for different applications such as facial emotion classification [11],
robot global localization [6], lip animation processing [7] and online tracking of
multiple objects [8]. Each discriminator is associated to a class that is comprised
of a set of RAM units. An initial transformation, called mapping, converts the
incoming data to its binary representation in order to allow the correct training
and classification. The binary data has N x M bits where N is the number of
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tuples and M is the tuple length so that each tuple n, n = 1,..., N, addresses
one entry of the n-th RAM. Each RAM has 2™ locations.

During training and classification phases, a pseudo-random mapping func-
tion maps the input binary matrix to N tuples with M bits each. Different
functions may be associated to the discriminators, however the same pseudo-
random mapping of the same discriminator must be used in both phases. In the
training phase, all RAMs’ locations are initialized with zero (0). Since WiSARD
is a supervised learning model, each sample is learned by the corresponding dis-
criminator where all selected entries (determined by the tuples) are updated to
one (1). In the classification phase, the input data is submitted to all discrimina-
tors that generate responses by summing all selected RAM entries. By analysing
all the discriminators’ responses, the highest one indicates the discriminator with
appropriate class of the input.

3 Methodology

The main goal of the proposed initialization method is to transfer knowledge
from a weightless to a weighted neuron model. But first, we need to understand
in a simple way how both models work. In a weighted one, layer inputs are
associated with learnable weights that measure how important that input is to
each class. Bigger weights mean more relevant and smaller ones, less critical. In a
weightless model (e.g., WiSARD), the learning process does not take into account
single input points, but the whole pattern that is mapped to its RAM structures.
The relevance of single points is intrinsically stored within the pattern, making
it possible to extract within some loss.

In this work, we deploy a WiSARD model as an initialization method. First,
we train the model using a small porting of the training set. During this process,
the model access some RAM addresses, incrementing the memory content with
the hit frequency[12], meaning that addresses are relevant to recognize that class.
Finally, we transfer the WiSARD knowledge to a fully connected perceptron by
calculating a mean concerning all activated bit inside a RAM into a neuron
weight that corresponds to that input point. Then, we scale down all weights
values so that they stick below a specific threshold. A set of metrics were tested,
such as least squares, geometric mean, weights normalization with variance, but
simple arithmetic mean yielded the best results.

For non-binary inputs, a thermometer technique was applied to the training
data, bucketing each value into N bits on base 1. In this case, during the knowl-
edge transfer process, weights are calculated as an average of its corresponding
binary inputs in the thermometer representation.

Figure 1 exemplify how a generic WiSARD RAM unit with M = 3 is con-
verted into neuron weights. The X values on the left side represent the available
address, while their contents are represented by letters (a dash represent no
changes in the address content during training). FEach weight W; is correlated
to an address bit X;, where i = 0, ... M — 1. For example, W5 will receive the
mean of the stored values of addresses that have X5 = 1 as shown in green.
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Fig. 1: A trained WiSARD RAM with M = 3 and how the weights are extracted.
X values represent address bits, the letters inside the RAM represent trained
content stored, and W are the weights before normalization.

4 Experiments & Results

To evaluate our proposed initialization method, we selected the 42 layers deep
Convolutional Neural Network (CNN), InceptionV3[13] which has been previ-
ously pre-trained on the ImageNet [14] dataset. We remove the last layer, re-
sponsible for classifying the ImageNet classes, and replace it with a new one with
the intuit of training the network on the CIFAR-10 dataset. Before training the
new classifier, we extract some feature vectors by inputting some CIFAR-10 train
samples on the pre-trained network. These feature vectors are then used as the
WiSARD input training set from which the initialization weights of CIFAR-10
classifier are going to be translated. To map these vectors into WiSARD inputs
we used thermometers.

Figure 2 depicts the InceptionV3 learning curves using three types of initial-
izers. The proposed WiSARD based initializer trained with only 100 samples,
outperforms the other methods by reaching almost 60% of Accuracy and reduc-
ing the Loss in 15x with fewer interations as seen on the graphs. After around
50 iterations, all methods reach the same stable convergence curve until the end.

We also evaluate how the WiSARD transfer learning approach works using
different types of learning optimizers. Each row of the Figure 2 compares the
learning curves of the InceptionV3 network initialized with the WiSARD method
using Adam, Stochastic Gradient Descent (SGD), and Adadelta optimizers. For
SGD we can see that the WiSARD becomes more stable faster, while the Adam
provides the best overall accuracy and loss values. The Adadelta seems to be
the middle term, where it appears to be more stable then the Adam but takes
longer to achieve higher accuracy.
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Fig. 2: Accuracy and Loss results for WiSARD (blue), Xavier (orange), and
He (green) initializers over three different types of optimizers, Adam (first row),

Adadelta (second row) and SGD (third row).

5 Conclusion and Future Work

Weight initialization is an important step to boost the convergence of accurate
deep learning models. However, current initialization techniques suffer from
performance constraints and are model dependent. In this work, we have pro-
posed a new neural network initialization method based on transfer learning with
WiSARD, a RAM-based weightless neural network. We show that our method
outperforms state-of-the-art techniques when initializing a CIFAR-10 classifi-
cation layer using a pre-trained InceptionV3 network, quickly reaching 60% of
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accuracy with a 15x lower loss.

As future work, we are currently updating the presented method with a
hybrid neural network that incorporates the WiSARD itself as a DNN classifier,
enabling a more natural training and weight initialization.
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