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Abstract. Deep reinforcement learning (DRL) shows promise for robotic
control, as it scales to high-dimensional observations and does not require
a model of the robot or environment. However, properties such as control
continuity or movement smoothness, which are desirable for application in
the real world, will not necessarily emerge from training on reward func-
tions based purely on task success. Inspired by human neuromotor control
and movement analysis literature, we define a modular set of costs that
promote more efficient, human-like movement policies. Using a simulated
3-DoF manipulator robot, we demonstrate the benefits of these costs by
incorporating them into the training of a model-free DRL algorithm and
decision-time planning of a trained model-based DRL algorithm. We also
quantify these benefits through metrics based on the same literature, which
allows for greater interpretability of learned policies—a common concern
when learning policies with powerful and complex function approximators.

1 Introduction

Classic control strategies, which do not use learning, aim to find the optimal
way to control a dynamical system to perform a task. A major limitation is that
they require a model of the dynamics of the system. Instead, deep reinforcement
learning (DRL) provides a scalable set of techniques allowing us to solve complex
control problems without requiring an accurate dynamical model of the system,
but simply through interaction with the environment. It therefore provides a
way to solve problems with unknown dynamics, and is a popular strategy for
finding controllers for robots even with high-dimensional observations [1].

However, DRL requires defining a reward function that can guide the learning
towards optimising performance on a task. On top of rewarding task completion,
additional costs can be incorporated to either aid learning or to promote finding
policies with favourable properties [2]. We believe that a natural prior for costs
can come from the human neuromotor control literature [3], as humans are
able to accomplish a wide range of tasks, and, particularly after learning, in
an efficient manner. In addition, drawing from the human movement analysis
literature [4, 5] can give us more insights into the learned policies—a much-
needed way of improving interpretability in DRL.

Thus, inspired by these “human priors”, we propose a series of modular costs
that can be applied in DRL for finding policies that produce more efficient and
human-like movements, and demonstrate the results on a simulated manipulator
robot (Fig. 1a). We apply these costs during the training of a model-free DRL
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(a) Robot simulation (b) Trajectories (c) Continuity

Fig. 1: Robot, trajectories and analysis. (a) 3-DoF manipulator robot used for
target reaching. (b) End-effector trajectories from a model-free agent trained
with (blue) and without (grey) energy-saving costs. (c) Analysis of the joint
continuity of model-free agent trained with continuity cost against baseline.

algorithm [6], and the decision-time planning of a model-based DRL algorithm
[7], and show that the learned policy produces trajectories that are more suit-
able for application in the real world (Fig. 1b). Finally, we propose a set of
performance metrics that allow us to quantify the effects and hence desirability
of learned and planned policies (Fig. 1c).

2 Integrating human priors as costs function

2.1 Cost definition

We define multiple modular costs with the aim of influencing specific proper-
ties of movement, to promote finding a final policy more relevant for robotic
control, while avoiding the trivial but overly conservative approach of con-
straining control and velocity values. Our final reward function is defined as:
rt = rtaskt −

∑
cost w

costrcostt , with each wcost as a hyperparameter and each

rcostt scaled to [0, 1] using the loss function: L(x, a, b) =

{
(x−a
b−a )

2 if x ≤ b− a

1 otherwise.
,

where x is the property of interest and [a, b] is the scaling interval.
Duration: The total duration of the movement can be penalised by scaling the
elapsed time from the beginning of the movement to the total available time for
one episode, T : rdurationt = L(t, 0, T ).
Energy: Assuming energy used is directly proportional to the intensity of the
control put into the actuator, it can be penalised with: renergyt = L(∥at∥, 0, 1).
Directness: An interesting property for efficient control is to have the trajectory
be as direct as possible from the starting point to the point of interest [8]. In
this work, we chose to define directness as the perpendicular distance between
the end-effector and the direct path from the initial position to the target. The
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error tolerance, δtarget, is the same as the one on the target for the task-specific

reward: rdirectnesst = L(∥(xt−xini)×(xtarget−xini)∥
∥xtarget−xini∥ , 0, δtarget).

Smoothness: Derivative continuity, or smoothness, of the end-effector po-
sition is a property often described as fundamental in human movement [9].
Here, we limit its variation to a sensible range using a hyperparameter δvelocity:
rsmoothness
t = L(∥vend

t − vend
t−1∥, 0, δvelocity).

Continuity: We can also define smoothness for the angular position of the
joints/actuators; it is called “continuity” to distinguish it from the previous

cost: rcontinuityt = L(
∑

joint(
˙|θ
joint

t − θ̇jointt−1 |), 0, Njoints.δvelocity).

2.2 Model-free and model-based integration

These costs can trivially be integrated with model-free RL algorithms by adding
them to the task reward function during training. The disadvantage is that this
requires training a new agent for each cost combination or each value of the cost
weight, and the trained policy will then be specific to these hyperparameters.

The costs can similarly be integrated with model-based RL agents by aug-
menting the task reward function during training. However, one of the main ad-
vantages of model-based algorithms is that they can be combined with decision-
time planning/search techniques, making them more flexible after training. This
allows us to overcome the limitation of model-free integration, as this alternative
method does not require training separate models for each combination of costs
or weight.

2.3 Performance

To quantify the performance and effects of these costs, we propose multiple
metrics, directly inspired by human movement analysis. These measures are
independent of the task conditions, and normalised for every target location. In
contrast to the per-timestep cost functions, they are applied on full trajectories.
Normalised duration: The total duration is normalised by the direct path
from the initial position to the target: Mduration = T

∥xtarget−xini∥ .

End-effector directness: Directness is quantified using the direct analogue of

the directness cost: Mdirectness1 = meant(
∥(xt−xini)×(xtarget−xini)∥

∥xtarget−xini∥ ), but also by

comparing the length of the end-effector trajectory and the length of the direct

path [8]: Mdirectness2 =
∑T

t=0
∥xt−xt−1∥

∥xtarget−xini∥ .

End-effector smoothness: Similarly, smoothness is quantified using the met-
ric directly related to the cost: Msmoothness1 = meant(∥vend

t − vend
t−1∥), and

three other quantifications defined in the human movement analysis literature
[10]: the number of peaks in the velocity profile: Msmoothness2 = #vmaxima,

the normalised jerk variation: Msmoothness3 = T 2

maxt(vt)

∫ T

0
∥v̈∥, and the spectral

arc length: Msmoothness4 =ωc
0

√(
1
ωc

)2

+
(

˙V (ω)
V (0)

)2

dω, where V (ω) is the Fourier

magnitude spectrum of v(t), and [0, ωc] is the frequency band of the movement.
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Joint smoothness: We define the following metric, which captures the varia-
tion in joint velocities: Mjoint smoothness = meant(|θ̇jointt − θ̇jointt−1 |).
Control performance: Other important properties are the control values
themselves, and their continuity. Thus we define two other metrics:
Mcontrol range = meant(∥at∥), and Mcontrol continuity = meant(∥at − at−1∥).
Human reference values: These metrics can only be used relatively, to com-
pare different policies. However, we can anchor these values using the perfor-
mance of a random policy, and, where available, human scores (on reaching
tasks) taken from the human movement analysis literature [4, 8, 10].

3 Experiments

We evaluate our methods on simulated robotic tasks in order to demonstrate
their advantage for robotic control and the generation of human-like movements.
We use soft-actor critic (SAC) [6] as our model-free DRL algorithm and PlaNet
[7] as our model-based DRL algorithm. All networks are 2-layer MLPs with
ReLU nonlinearities, with a hidden size of 128 for SAC and 200 for PlaNet.

3.1 Experimental setup

We built our own simulated robotics environment for our experiments, to per-
form reaching tasks with manipulator robots, using PyBullet1.
Robots: As kinematic and kinetic redundancy is one of the main problems faced
when controlling a robotic arm, the DoF of our robot is chosen to maintain this.
Thus, we use a 3-DoF manipulator robot with self-collision enabled (Fig. 1),
with targets uniformly placed within reaching distance in a 2D plane.
State and action spaces: We design our observations to include all informa-
tion needed to make the process Markovian for the integration of any of our
costs: normalised time t, sin and cos of angular position θjoint, and angular ve-

locity θ̇joint, of each joint, initial position xini, current position xt and velocity
ẋt of the end-effector, position of the target xtarget, and actions a. We use either
torque or velocity control, applied to the different joints of the robot. The size
of the action space is the number of DoF of the robot.
Tasks and reward function: We designed reaching tasks in 2D, with an
equipotential distance-based dense reward function. An episode is considered
to be successful when the end-effector of the robot reaches the target, within
a tolerance of δtarget, and will always end with a total reward of 1. Our task

reward function is: rtaskt =
∥xt−1−xtarget∥−max(∥xt−xtarget∥, δtarget)

∥xtarget−xini∥−δtarget
.

Evaluation: All methods are first evaluated on their learning performance,
generalisation and convergence speed. However, the effect of the different costs
and the comparison between the policies is carried out using the previously
defined performance measures.

1https://pybullet.org
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3.2 Results for Model-free integration

We first integrate the costs in the model-free DRL algorithm during training. We
tried cost weights wcost ∈ {0.01, 0.1, 0.5}; all agents learned successful policies
with the effects of the costs proportional to their weights. The results in Table
1 shows the range and the mean of the scores obtain by each agent for our grid
of test targets with wcost = 0.1. Given that multiple costs aim to restrain the
amplitude of some metrics, the range of values give important information on
their effectiveness. All agents trained with additive costs improve over the base-
line on all performance measures, moving towards human scores. In addition,
some agents outperformed others on their corresponding metrics; for example,
the agents trained to minimise the energy used in the actuators outperformed
the duration-cost agent on the normalised duration metric, which shows that
minimising the total energy used for a movement can be achieved by minimising
the time spent per unit of distance.

Table 1: Performance, according to our metrics, of model-free agents trained
with each cost individually. Human and random trajectory values are included
for reference. [ ] denotes the range of the values and ∼ their mean.

Agent Duration End-effector directness
Normalised duration Normalised path len. Dist. to direct path

Human 0.36 1.2 0.12
Random [0.20, 33.7] ∼ 3.62 [2.08, 133.1] ∼ 14.5 [0, 2.07] ∼ 0.71
Baseline [0.11, 10.1] ∼ 1.03 [1.18, 14.8] ∼ 3.82 [0, 0.55] ∼ 0.18
Duration [0.11, 2.44] ∼ 0.49 [1.18, 15.4] ∼ 3.53 [0, 0.42] ∼ 0.16
Directness [0.11, 5.38] ∼ 0.50 [1.18, 12.5] ∼ 2.96 [0, 0.49] ∼ 0.13
Energy [0.11, 1.76] ∼ 0.47 [1.18, 11.8] ∼ 2.97 [0, 0.41] ∼ 0.14

Smoothness [0.11, 2.46] ∼ 0.58 [1.13, 13.6] ∼ 3.44 [0, 0.77] ∼ 0.18
Continuity [0.11, 1.76] ∼ 0.50 [1.18, 12.6] ∼ 3.22 [0, 0.45] ∼ 0.14

Agent Joint smoothness Control energy
Joint variation Control mean Control variation

Human — — —
Random [0.97, 559.5] ∼ 13.1 [0.24, 38.9] ∼ 9.03 [0.49, 5.05] ∼ 1.23
Baseline [0.33, 6.93] ∼ 1.59 [0.16, 16.5] ∼ 1.38 [0.33, 3.23] ∼ 1.52
Duration [0.20, 4.09] ∼ 1.31 [0.14, 2.83] ∼ 0.74 [0.33, 3.23] ∼ 1.01
Directness [0.31, 3.31] ∼ 1.11 [0.10, 2.22] ∼ 0.49 [0.20, 3.16] ∼ 0.77
Energy [0.24, 6.16] ∼ 1.16 [0.12, 3.23] ∼ 0.52 [0.24, 3.35] ∼ 0.73

Smoothness [0.24, 3.98] ∼ 1.14 [0.14, 3.04] ∼ 0.69 [0.29, 3.29] ∼ 0.97
Continuity [0.33, 3.32] ∼ 1.13 [0.14, 2.09] ∼ 0.58 [0.28, 2.58] ∼ 0.84

Agent End-effector smoothness
Velocity variation Number peaks Jerk variation Spectral arc len.

Human — 1.25 0.018 2.4
Random [0.59, 14] ∼ 3.19 [1, 48] ∼ 11.19 [0, 3237] ∼ 117.7 [2, 17.5] ∼ 8.43
Baseline [0.21, 4.11] ∼ 1.01 [0, 47] ∼ 3.9 [0, 800] ∼ 16.1 [2, 19.9] ∼ 6.59
Duration [0.22, 2.85] ∼ 0.80 [0, 6] ∼ 2.3 [0, 1.5] ∼ 0.06 [2, 16.3] ∼ 5.81
Directness [0.21, 2.04] ∼ 0.84 [0, 8] ∼ 2.1 [0, 0.9] ∼ 0.02 [2, 13.9] ∼ 4.67
Energy [0.20, 3.02] ∼ 0.81 [0, 8] ∼ 1.9 [0, 1.8] ∼ 0.04 [2, 15.2] ∼ 4.54

Smoothness [0.22, 1.47] ∼ 0.73 [0, 7] ∼ 1.7 [0, 1.0] ∼ 0.05 [2, 17.1] ∼ 4.30
Continuity [0.22, 1.52] ∼ 0.76 [0, 6] ∼ 1.8 [0, 0.5] ∼ 0.02 [2, 12.4] ∼ 4.75

3.3 Results for Model-based integration

We trained a model-based DRL agent with only the task-related reward, and
introduce the cost during decision-time planning. The effect of the costs are
less pronounced than with model-free integration. Overall, every cost added in
the planner shows improvement over the baseline on the metrics related to the
cost it is optimising, but not necessarily on every other cost. The smoothness
and duration results indicate that the model-based strategy to solve the task
is very different from the model-free one: trajectories tend to be much longer
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and include many small movements around the final position. These results
can potentially be explained by the choice of planning horizon for the planner.
Indeed, most of the costs are defined on the value over time of a given quantity,
which can be hard to optimise with a short planning horizon. This explanation
is consistent with the fact that planning with the duration cost results in exactly
the same trajectories and same performance as the baseline, which indicates the
inability of the planner to take time into account. Unfortunately, increasing the
planning horizon incurs additional computational costs.

4 Discussion and Conclusion

This work concentrates on the integration of neuromotor-control-inspired costs
in DRL algorithms for robotic control, and additionally proposes movement-
analysis-inspired metrics for control-oriented interpretability of learned policies.
The results show that the learned policies, especially for model-free agents, can
be significantly improved from a real-world application point of view, by inte-
grating our modular costs, with performance approaching human reference scores
on some metrics. An interesting outcome is quantifying the interdependency of
these costs, as the usage of only one of them can lead to better performance
according to all metrics. Future work could concentrate on using models with
improved long-term prediction in order to obtain more relevant results with
decision-time cost integration, as this is the more flexible approach.
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