ESANN 2021 proceedings, European Symposium on Artificial Neural Networks, Computational Intelligence
and Machine Learning. Online event, 6-8 October 2021, idoc.com publ., ISBN 978287587082-7.
Available from http://www.i6doc.com/en/.

Multi-perspective embedding for
non-metric time series classification

Maximilian Miinch*?, Simon Heilig! and Frank-Michael Schleif® *

1- University of Applied Sciences Wiirzburg-Schweinfurt,
Faculty of Computer Science and Business Information Systems
Wiirzburg, Germany
2- Bernoulli Institute for Mathematics, Computer Science
and Artificial Intelligence, University of Groningen,
Groningen, The Netherlands

Abstract. The interest in time series analysis is rapidly increasing, pro-
viding new challenges for machine learning. Over many decades, Dynamic
Time Warping (DTW) is referred to as the de facto standard distance
measure for time series and the tool of choice when analyzing such data.
Nevertheless, DTW has two major drawbacks: (a) it is non-metric and
therefore hard to handle by standard machine learning techniques, and
(b) it is not well suited for multi-dimensional time series. For this pur-
pose, we propose a multi-perspective embedding of the time series into a
complex-valued vector space and the evaluation by a model that is able
to handle complex-valued data. The approach is evaluated on various
multi-dimensional time series data and with different classifier techniques.

1 Introduction

Time series analysis traditionally occupies a special role in machine learning.
The majority of algorithms critically depends on fixed-length real-valued vecto-
rial input data and can not be applied to data with various lengths. One common
approach today is to embed any data to a vectorial representation using embed-
ding techniques of deep learning, requiring tons of training data without any
guarantee that the essential input information is preserved [1]. Large data sets
are not always available, and for different scenarios proximity-based measures
are still very popular [2], including time series analysis [3]. For each pair of
input data, i.e., time series, a comparison measure provides a proximity score
characterizing the degree of similarity or dissimilarity between two inputs [4].
Considering an input set of N time series objects with varying lengths and an
appropriate dissimilarity measure, we can represent the data by calculating all
pairwise comparisons and obtain an N x N dissimilarity matrix. The respective
matrix can be directly used for a nearest-mean classifier [4]. In case of a similarity
function, like the Euclidean inner product, an N x N kernel matrix is obtained.
If the dissimilarities are obtained by a metric measure or the similarities are
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positive semi-definite (psd), a variety of machine learning techniques like branch-
and-bound approaches or dual formulations of classifier models, like the support
vector machines [5], can be used.

It is desirable to use a measure which (a) can manage input data of varying
length and (b) is meaningful by preserving the relevant information between
input data. Over the last 50 years, Dynamic Time Warping (DTW) and de-
rived measures have proven to be useful for time series and are actively used [3].
While DTW is still the distance of choice, it has two significant limitations in
real-world scenarios: (a) data are often multi-dimensional to describe a prob-
lem from different perspectives, and (b) the measure itself is non-metric, which
limits the direct use in various algorithms. So far, only a few techniques for
the holistic study of multi-dimensional time series with DTW [6] have been sug-
gested. For similarities, particular psd time series kernels have been proposed
[7]. In particular non-metric measures like DTW can be shaped into non-psd
similarities by means of a double centering technique [4]. In our setting, the term
multi-perspective is used synonymously to characterize data, given in multiple
dimensions as well as data which are provided in different representations, e.g.
by using multiple kernel functions or dissimilarity measures. In this view, com-
bining these multiple perspectives serves as a nonlinear feature transformation
of the input data, but in a flexible but still interpretable formulation. In the
context of multi-perspective representations, multiple kernel learning could be
used, which, however, cannot be applied to non-psd kernels. To overcome these
limitations, we propose a multivariate embedding of the various time series di-
mensions into several complex-valued vector spaces that are later combined to
one space. On own previous work on complex-valued embeddings in [8] and us-
ing ideas from [2], this can be done at low costs with moderate approximations.
The recombined complex-valued data can be processed by an effective classifier
model for complex-valued data suggested in [9].

2 Background and Related Work

In this work, we focus on time series classification, which is challenging due to
the non-fixed length representation of the individual time series objects. Addi-
tionally, time series data are frequently multi-dimensional or multi-channel data,
such that many classical approaches can not directly be used.

Nowadays, for structured data, including time series, deep learning-based
embedding techniques such as Word2Vec, Protein2Vec, etc., are highly compet-
itive for learning a vectorial representation of the input data [10]. They perform
reasonably well in certain domains but are computationally costly and require a
tremendous amount of training data [1].

Often the available data is rather limited and additional it is desirable to
obtain an interpretable predictor such that the contribution of input features
or multiple perspectives can be easily accessed. Therefore, we do not further
consider deep learning techniques but focus on the de facto standard of Dynamic
Time Warping and related approaches as the methods of choice [3].
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While deep learning may easily address multiple dimensions, DTW tech-
niques are traditionally restricted to one-dimensional data. A multi-dimensional
treatment of these objects is usually done by Multiple Kernel Learning (MKL).

Generally, MKL aims to derive one strong kernel as a combination of various
weak base kernels as an input to an arbitrary kernel method. For this reason,
multiple kernel learning is frequently used in information fusion where each ker-
nel was derived by a different similarity measure or originates from different input
sources (e.g. for analyzing text, video, and audio data at the same time)[11].
However, multiple kernel learning is highly limited by strong mathematical con-
straints (such as positive semi-definiteness [5]) that prevent the immediate usage
of arbitrary distance or similarity measures in MKL. An overview of correction
techniques to process non-psd data is given in [2] and [12]. By applying these
techniques, MKL can be used again, but the choice of the appropriate correc-
tion approach is not easy and more important the overall runtime and memory
complexity is quadratic or cubic.

In general, developing a suitable classification model for time series data with
multiple perspectives is a challenging task with many obstacles.

3 Multi-perspective embedding of non-psd proximities

To address the aforementioned limitations, we propose a multi-perspective em-
bedding into a new (and potentially complex-valued) vector space. The ap-
proach in [8] provides a method to embed a single non-metric matrix into a
complex-valued vector space. This approach is extended by considering multiple
non-metric matrices and by employing a metric relevance learning technique. An
individual embedding of the various non-metric matrices may lead to complex-
valued vectorial representations (as we will see later), which we call perspectives.
The approach is referred to as Multi-Perspective Embedding (MPE). Thereby,
each time series is finally represented by a large real-valued or complex-valued
vector with respect to the chosen embedding variant. The individual dimensions
of this vector can be traced back to the different perspectives, but also to the in-
dividual time series, which served as parameters of the embedding, as we explain
in the following. Additionally, the so-far isolated perspectives (or subspaces) are
linked by a Mahalanobis-like, learned interpretable distance measure.

Considering a set X = {t!,... "} in some real-valued input space R, with
F features and N time series objects t*. Each time series object t is represented
by M sample points z;; = t; with z;; € R¥. Let Dy € RY*N be the symmetric
dissimilarity matrix for the f-th feature by applying DTW on pairwise time
series restricted to the input feature f. Let Sy € RN¥*YN be the symmetric
similarity matrix derived from Dy after double centering, as shown in [8]. If
Sy has negative eigenvalues, it is called an indefinite matriz. Such negative
eigenvalues cause some serious issues when used in kernel methods like SVMs
[5].

The complex-valued embedding space C is obtained by embedding Sy using
the approach from [8], where L is the number of landmarks. As an alternative,
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Algorithm 1 (Complex-valued) embedding of multiple time series proximities

Multi-perspective Embedding(S := [S1,...,S],[,P* :=])
for Sy in S do
Ky, K> := Nystrom-Approximation(Sy, 1) , using [2] for similarities and kmeans++
[C, A] := eig(K2); with eigenvectors C' and eigenvalues in A (diagonal)
if complex-valued then
W := diag(sqrt(1./diag(A))) - CT complex-valued Nystrém projection matrix

else
W := diag(sqrt(1./diag(JA|))) - CT real-valued Nystrom projection matrix
end if
M:=W . K P* :=[P*, M] complex-valued embedding
end for
return P* x; := i-th row of P*

the embedding can be calculated by an eigen decomposition and a projection:
S;=UAUT  V=U|A? (1)

leading to a real-valued vector space, due to the so-called flipping strategy (the
| - | operator in Eq. (1)), as suggested in [4], or a complex-valued vector space if
the | - | operator is left, as suggested in [8]. Each embedded vector x; € CL*¥
can be related back to an original input time series t* as encoded by pairwise
score values using the various dissimilarity matrices Dy. The comparison of two
embedded vectors is done in a norm using: d(xx,x;) = ||Q(xr — xl)||gwith Q
a linear projection matrix. This matrix can be learned as outlined in [9]. In
our application, this matrix links the multiple perspectives of the time series
to each other and permits an interpretable importance weighting of the single
perspectives and the relevance of individual time series within a perspective!.
The entire pipeline for multi-perspective embedding is detailed in Algorithm 1.

The aforementioned procedure can be done with linear costs following ideas
discussed in [2], by carefully interlinking the individual steps and using a Nystrom
matrix approximation to avoid squared matrices.

4 Experiments

We evaluate the efficiency of the approach on various time series data and mul-
tiple classifiers, results shown in Tab. 1. The multi-dimensional time series are
embedded into a single (complex-valued) vector space by using Algorithm 1.
The following multi-dimensional time series data are used in the experiments:

The Arabic Spoken Digit (AS) data set [13] contains time series about
spoken Arabic digit recognition, with 10 repeated recordings of 10 digits for
each of the 88 speakers, resulting in a total of 8800 series in 13 features.

The Handwritten Characters (HC) data set, taken from [13], comprises
2,858 time series entries of trajectory data in 20 classes and 3 features.

IPlotting 2, the weights can be easily interpreted, skipped due to lack of space.
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The Presence Detection (PD) data set is taken from [14] and deals with
device-free presence detection via Bluetooth Low Energy sensors in lecture halls.
The data are given as 83 time series in 96 dimensions in 4 classes.

4.1 Classifier Methods

Nearest neighbor for complex-valued data: As a baseline model, we used
the nearest neighbor classifier with DTW as distance measure (NN-DTW). Here,
the proximity matrices are averaged and hence conducted into one single proxim-
ity matrix to infer an overall label prediction. This approach is computationally
expensive since either all distances have to be recalculated after each iteration
or the entire distance matrix has to be stored.

Easy and Average Multiple Kernel Learning: EasyMKL and Aver-
ageMKL are two methods from the multiple kernel learning domain, imple-
mented in MKLpy [11] used in combination with a Support Vector Machine
(SVM) whose parameters were optimized via a grid search. The MKL models
have been calculated on the various Sy.

Complex-valued Generalized Learning Vector Quantization: We em-
ploy the cGMLVQ algorithm proposed in [9] as a variant of a prototype-based
learning algorithm for classifications. To interlink the multi-perspective embed-
dings and to scale the importance of the various contributions, a matrix relevance
learning was used. For simplicity, we employ one prototype per class.

4.2 Results

We evaluate our complex-valued multi-perspective embedding on the aforemen-
tioned data in a ten-fold cross-validation with a hold-out test set. All classifica-
tion models were trained and evaluated on the same training and test splits or
their embedding counterparts. Table 1 shows the performance of the considered
methods and algorithms.

H No Embedding [ Real Embedding [ Complex Embedding
NN Easy  Average | MPE- MPE- MPE- MPE
Data || DTW MKL MKL NN GMLVQ NN cGMLVQ
AS 0,94 0, 88 0,88 0,91 0.92 0,94 0.95
HC 0,90 0,94 0,92 0,94 0,95 0,96 0,96
PD 0,79 0, 82 0,67 0,94 0,96 0,94 0,98

Table 1: Classification results on multi-dimensional time series data using our
approach in comparison to other strategies (Standard deviations always small).

In our experiments, the baseline classifier NN-DTW performed comparably
to other methods. Apparently, NN-DTW is originally less efficient for multi-
dimensional time series data, but by averaging all perspectives, this method
becomes competitive. Slightly inferior results were achieved by EasyMKL and
AverageMKL, motivating the use of multiple kernels in the computations. These
models are, however, valid only for psd kernels. The best results over all data sets
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have been obtained by the complex-valued multi-perspective embeddings. By
learning the relevance of features in cGMLV(Q, we get interpretable models and
better insights. We not only discover which embedded feature are particularly
important but also which original time series t' are particularly relevant. Due
to the low-rank approximation used in Algorithm 1, the proposed strategy also
has low memory and runtime costs.

5 Conclusions

In this work, we presented an efficient and fast strategy for learning from multi-
dimensional time series data, with promising results. Compared to other meth-
ods, our approach is competitive and, in some cases, significantly better (espe-
cially on data set PD). Our approach also provides better interpretability and
less memory and computational costs. Here, we focused on non-metric proximity
measures and time series analysis, but our proposal is more general, which will
be addressed in a journal publication.
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