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Abstract. In conventional X-ray coronary angiography, accurate coro-
nary artery segmentation is a crucial and challenging step in the assessment
of coronary artery disease. In this paper, we propose a new architecture
(CAS-Net) for coronary artery segmentation. It is based on Residual U-
Net and it includes both channel and spatial attention mechanism in the
center part to generate hierarchical rich features of coronary arteries. Ex-
periments are conducted on a private dataset of 150 images. The results
show that CAS-Net outperforms the state-of-the-art methods achieving
the highest accuracy of 96.91% and Dice of 82.70%.

1 Introduction

Coronary Artery Disease is one of the principal reasons of mortality world-
wide [1]. Currently, X-Ray Coronary Angiography (XRCA) is the gold standard
for the diagnosis and treatment of this disease since it reveals valuable morpho-
logical features of the coronary arteries such as length, diameter and tortuosity
[2].

The analysis of these features by visual inspection of XRCA images is a labo-
rious and time-consuming task and may lead to potential misinterpretations, due
to noise, uneven illumination, complex vessel structure, stenosis and many vessel
overlaps. Thus, automatic segmentation of vessel structures is a crucial tool to
assist clinicians for a more accurate and fast analysis. So far, a large number
of methods for blood vessel segmentation have been proposed such as filtering
based, rules based, and machine learning based methods. However most of these
methods are usually preceded by a tedious handcrafted feature engineering step.
Furthermore, they heavily rely on empirical parameter adjustment.

Recently, deep learning methods have been proposed to handle the above
issues by learning features directly from images in a fully supervised manner and
have outperformed conventional methods with better performance, for different
computer vision tasks. Particularly, in medical image, the U-Net architecture [3]
is the baseline for most of the state-of-the-art semantic segmentation methods.
This model allows for an end-to-end processing thanks to its encoder-decoder
structure. An extended recent review of U-Net and its variants can be found
in [4]. Despite the multitude of proposed architectures, only few works dealt
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with vessel segmentation from XRCA images [5, 6, 7, 8]. Based on U-Net, Yang
et al. [6] introduced a loss function based on the Generalize Dice Coefficient
which penalizes false prediction in order to take into account the class imbalance
problem during the main coronary vessels segmentation. Moreover, Jun et al. [7]
extended the U-Net architecture by adding concatenate layers in such a way
that features from all levels of the encoder are delivered for all of the blocks in
the decoder path. In another work, in order to deal with the different vessel
thickness, Li et al. [8] proposed to combine U-Net with a multi-scale feature
fusion method named Feature Pyramid Networks. More recently, Mou et al. [9],
proposed the Cs2-Net, a neural network for curvilinear structure segmentation.
The model is based on two types of attention mechanism, spatial attention and
channel attention to learn rich hierarchical representations of the structure of
interest.

All the aforementioned segmentation methods are designed either for the
main arteries in XRCA or to other tubular structures. In this paper and inspired
by the Cs2-Net [9], we propose the CAS-Net architecture for XRCA segmenta-
tion. Our model takes advantages of deep residual networks, the shape of U-Net
and the dilated convolution blocks. That leads to even more elegant architecture
with better performance. Besides, since no standard public database is available
for this task, we propose our private coronary artery database.

2 Proposed Method

The CAS-Net backbone is based on the encoder decoder framework with residual
units and an attention block in the middle part (Fig.l.a). As we mentioned
above, the attention module is inspired by [9]. We further add to the spatial
attention block dilated convolution layers. The main advantage of using the
dilated convolution is to obtain a larger receptive field without losing the spatial
information of feature maps.

The encoder is a replication of residual units. The architecture of a residual
unit is detailed in Fig.1.a where each unit includes: convolution layer, batch
normalization layer, ReLU activation function and dropout layer. An additional
1 x 1 convolution layer is used to transform the input into the desired shape
before the additional operation. Then, a maxpooling operation is applied to
decrease the spatial dimensions.

Similarly, the decoder consists of a replication of residual units. Each unit
is followed by an up-sampling of feature maps and a concatenation with those
of the corresponding encoding path. Finally, a 1 x 1 convolution and a sigmoid
function are used to recover the representations to a pixel-wise categorization.

In the midddle path (Fig.1.c ), we find the dual self-attention bloc composed
of two types of attention mechanism : spatial attention block and channel atten-
tion block. The main objective of this block is to guide the model to highlight
the most salient features and avoid useless features. The spatial and channel
attention modules are detailed respectively in subsections 2.1 and 2.2.
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Fig. 1: Overview of the CAS-Net architecture. (a) A residual unit. (b) A high
level Description of CAS-Net. (c¢) The Attention blocks

2.1 Spatial Attention Module

We adopt the spatial attention proposed in [9] and introduce a dilated convo-
lution block to augment the receptive field of the feature maps in the spatial
attention block and retain the detailed information. Four dilated convolution
layers with skip connections are used with dilation rates 1, 2, 4 and 8, thus, the
receptive fields are, respectively, 3 x 3, 7 x 7, 15 x 15 and 31 x 31. The receptive
field is usually calculated as follows:

By = [(2742 = 1) x (2742 — 1)]

Where j + 1 is the dilatation rate. Considering D € RE*#*Wthe output of our
proposed consecutive dilated convolution, and E € REXH*W the input features,
we feed D and E into two types of convolution layers (3 x 1) and (1 x 3) to
produce two feature maps K € RE*H*W and I € REXHXW regpectively, where
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C represents the number of features maps and H x W is the spatial size of
the features maps. A multiplication between L and the transpose of k is done.
Then, apply a softmax function on the result to obtain the intra-class association
I € REXEXW which represents the spatial attention map:

eXp(K]T L;)
S exp(KT L)

Iy =

I(; j) is a correlation matrix between two points i and j. After applying the
softmax function, the output is multiplied by a scale parameter and an element-
wise sum operation with the input features E is performed yielding to the final
output of this module.

2.2 Channel Attention Module

To efficiently derive the channel attention, we crush the spatial dimension of the
input feature map by applying a softmax layer on the channel-wise similarity
map between the input feature E € RE*H*W and its transpose ET € RE*HXW
as:
exp(EjT.E,;)

C’(ivj) = C T

> i—1xp(Ej .Ey)

Where C; ;) designates the correlation matrix of the it and the j** channels.
The idea behind is that two similar channels support each other whereas the
different channels suppress each other. Then, a softmax function is applied to
further discriminate vessel pixels from the background. We obtain a new feature
maps named as E’. The final output of the channel attention module is defined
as E + E' over each pixel.

3 Experiments and Results

3.1 Experiments and evaluation

Since no public dataset is available for XRCA segmentation, we created our own
private database by extending the dataset described in our previous work [10].
A total of 150 images obtained from 50 patients were selected by the clinicians.
Each image has a size of 256%256 pixels and 256 gray levels with a resolution
of 0.3x0.3 mm. The dataset is then augmented using random flipping, rotate
and random crop. The model is implemented using pytorch framework and
optimized by minimizing MSE loss and Dice coefficient loss through RMSprop
algorithm. The 5-folds cross validation is adopted to divide the training and
validation dataset. For each fold 80% were used for the training process and
20% for the validation process. The training is based on a mini batch size of 8
and the learning rate is set to 0.00001. Besides, early stopping was adopted to
prevent overfitting.

In order to compare the proposed method with the existing methods, five per-
formance metrics, namely: Accurary (Acc), Sensitivity (Sen), Specificity (Sp),
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Precision (Pre) and Dice metric are adopted. These metrics are the most com-
monly used evaluation metrics for quality assessment of vessel segmentation.

3.2 Results

To demonstrate the efficiency of CAS-Net, we test it on our dataset and compare
it with three existing methods namely U-Net [3], Cs2-Net [9] and R2UNet [11].
For the qualitative evaluation, three example images from the testing process
are illustrated in figure 2. The first column presents the original images, the
second column presents the corresponding ground truth, the rest of the columns
show the corresponding results of U-Net, R2U-Net, CS2-Net and CAS-Net, re-
spectively. In general, the CAS-Net outputs are the nearest to the ground truth.
Moreover, CAS-Net is less noise-sensitive.

Fig. 2: Qualitative assessment of different methods performance. From left to
right: original images, ground truth; and U-Net, R2-UNet, Cs2-Net, CAS-Net
outputs.

Tablel presents the performance metrics values of the four methods. Our pro-
posed architecture outperforms in all metrics values. It provides the higher
precision (0.8718) yielding a higher Dice metric (2.2% better than Cs2-Net).
However, U-Net provides the lowest values of different metrics: 0.9495 for ac-
curacy, 0.7712 for sensitivity, 0.7182 for precision and 0.7437 for Dice. In the
second place comes R2Unet which has achieved higher values but Cs2-Net comes
in the first place with values close to those of CAS-Net.

4 Conclusion

In this paper, we proposed a new coronary artery segmentation architecture
named CAS-Net. It adopts the Residual U-Net as backbone and includes both
channel and spatial attention mechanism in the center part. We also built a
real coronary artery dataset. The experimental results show better performance
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Table 1: Experimental results of the proposed approach and comparison against
U-Net, R2U-Net and Cs2-Net.

Methods | Accuracy | Sensitivity | Specificity | Precision | Dice

U-Net 0.9495 0.7712 0.9682 0.7182 0.7437
R2U-Net 0.9522 0.7691 0.9715 0.7389 0.7537
Cs2-Net 0.9645 0.7818 0.9836 0.8331 0.8066
CAS-Net 0.9691 0.7896 0.9879 0.8718 0.8286

compared to other state-of-the-art methods. In the future, we would like to
extend this model for segmentation of other 2D and 3D curvilinear structures.
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