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Abstract. The field of conversational agents is growing fast and there
is an increasing need for algorithms that enhance natural interaction. In
this work we show how we achieved state of the art results in the Keyword
Spotting field by adapting and tweaking the Xception algorithm, which
achieved outstanding results in several computer vision tasks. We obtained
about 96% accuracy when classifying audio clips belonging to 35 different
categories, beating human annotation at the most complex tasks proposed.

1 Introduction

Virtual assistants are usually implemented into small devices with low power
specifications. Generally, a low latency is required to avoid harming users’ ex-
perience. For that reason, choosing a lightweight solution is critical, as this is in
essence a TinyML problem [1]. Using the cloud for processing audio commands
can be pricey and increase latency. Therefore, at least the models that recog-
nize the most common words in a limited vocabulary, such as KeyWord Spotting

(KWS), should be implemented locally. This work focuses on Deep Learning
(DL) models to increase the accuracy of KWS models.

The current virtual assistants are still not as accurate as humans at iden-
tifying voice commands [2]. Although many efforts have been made, there is
still room for improvement. In particular, bidirectional recurrent models with
attention have been used [3]. Gated convolutional Long-Short Term Memory
(LSTM) structures have also proven useful by other authors [4]. Due to their ar-
chitecture, Convolutional Neural Networks (CNNs) provide a good approach to
optimize computational resources for KWS. In [5], CNNs outperform other deep
neural networks (DNNs) architectures, at the KWS task. Other works focus on
the hardware implementation of neural networks for KWS [6], comparing their
accuracy, memory usage and computation efficiency. Transfer learning has also
been tested in this domain [7] showing substantial improvements in accuracy.

This work presents Xception-1d, a CNN architecture based on Xception [8],
to tackle the speech commands recognition problem. Our contribution is sum-
marized as follows: (1) design of a depthwise separable CNN-based architecture
with better results than the existing benchmarks (including human annotators),
(2) description of an efficient methodology for augmenting audio data (multiply-
ing its size by 5) (3) human performance quantification to use it as an additional
baseline, (4) creation of a public repository to foster reproducibility.

The article is structured as follows. Section 2 introduces the data and algo-
rithms used. Section 4 shows the results achieved by the proposed algorithm.
Section 5 provides a discussion of the results, and section 6 summarizes the main
conclusions.

245

ESANN 2021 proceedings, European Symposium on Artificial Neural Networks, Computational  Intelligence 
and Machine Learning.  Online event, 6-8 October 2021, i6doc.com publ., ISBN 978287587082-7. 
Available from http://www.i6doc.com/en/.  



2 Data set

We used the Google Tensorflow speech commands data set [9] along this study.
It consists of a collection of 1-second long annotated utterances containing short
words, recorded by thousands of non-professional speakers. The subjects were
asked to say a chain of words during a minute. Then, the recordings were split
in clips of one second by extracting the loudest sections of the signal [9].

Two different versions of the data set are available (referred as V1 and V2
hereafter), containing 64,721 and 105,829 audio clips of one second (each one
containing the recording of a single voice command), respectively, with a sample
rate of 16 kHz and 16-bit resolution and stored in wav format. The first data
version has up to 30 different voice commands while the second one has 35 of
them. The classes proportions are fairly balanced, although we are not including
the detail figure due to space constraints.

The data sets contain recordings of the following words: “left”, “right”, “yes”,
“no”, “down”, “up”, “go”, “stop”, “on”, “off”, “zero”, “one”, “two”, “three”,
“four”, “five”, “six”, “seven”, “eight”, “nine”, “dog”, “cat”, “wow”, “house”,
“bird”, “happy”, “sheila”, “marvin”, “bed”, “tree”, “visual”, “follow”, “learn”,
“forward”, “backward”. The last 5 words being exclusive of V2 of the data set

Four different tasks have been defined in order to benchmark the proposed
algorithm: (1) 35-words-recognition: consists of classifying all the words. (2)
20-commands-recognition: classifying a subset of 20 words (robot commands
+ numbers), grouping the rest of the utterances in an “unknown” class. (3)
10-commands-recognition: categorizing a subset of 10 words (robot commands),
grouping the other words into the “unknown” class. (4) left-right-recognition:
categorizing the “left” and “right” commands, while the rest of clips are grouped
under the “unknown” category.

2.1 Data augmentation

Five different distorted versions of each clip have been generated. These distor-
tions consist of a set of transformations being applied together over all the clips
randomizing their parameters and intensities. The different distortions used in
this step are: (1) resampling: extending/contracting the clip length, affecting
its pitch (2) saturation: application of a random amplification, (3) time offset:
displacement in time of the audio clip, (4) white noise addition: addition of a
random amplitude Gaussian noise, (5) Pitch shift: application of pitch distortion
[10].

All the distortions are applied together with random intensities only to the
training data, producing 5 new transformations of the original recordings with
high variability of results. These new versions are appended to the original data
set.
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3 Methods

We propose the use of a variant of the Xception architecture described by
François Chollet in 2017 [8], due to its low computational cost. This model re-
cently achieved state of the art results in multiple computer vision tasks [11, 12].

3.1 Xception-1d architecture

The Xception-1d architecture (see Figure 1) contains the next modifications over
the original architecture [8]: (1) we turned 2D convolutions into 1D, (2) we used
Instance Normalization to normalize the outputs of each convolution [13]. The
input of the model is an audio clip in temporal domain.

The proposed architecture exploits the gain in efficiency of the depthwise

separable convolution operation [14] over the regular convolution in the same
way original Xception does [8]. The number of operations required by this layer
is 1

N
·

1

S
times the amount in a regular convolution [15], where S is the size of

the depthwise convolution filters and N is the number of output channels after
the pointwise convolution is applied.
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Fig. 1: Xception-1d architecture where n is the number of channels, s is the stride
of the convolutions, m is the size of the convolution filters, nmod is the number
of depthwise convolutions and nclasses is the number of outputs of the network.
The architecture has 3 main modules: (a) the entry module is responsible for
adapting the input wave into a condensed representation, (b) the middle module
is responsible for learning the abstract representation and (c) the classification
module is responsible for mapping the extracted features into the number of
outputs required for every task. The Xception-1d block is depicted in (d).

Considering that the last dense layer can be prone to overfitting due to the
high number of parameters (∼ 65, 000), a strong dropout [16] has been applied
after the last convolution (p = 75%). In addition, a small weight decay [16]
has been applied over all the network weights (λ = 10−3) in order to enhance
regularization. Adam optimizer has been used to train the network [17]. The
initial learning rate (η = 10−4), has been decreased by a factor of 1

2
when no

improvement was observed, with a patience of 4 epochs.
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4 Results

The train/development/test split provided by the authors of the data set [9]
has been adopted as cross validation (CV) setting in order to facilitate fu-
ture benchmarking efforts. We hold 16,000 and 9,981 samples for development
and 16,000 and 11,005 samples testing purposes, in V1 and V2 respectively.
Speakers in the training set are not present in the test set. The model has
been trained for 50 epochs in each case, with a batch size of 32 clips, and the
weights of the epoch that achieved the best performance in the development set
were used to report the performance of the algorithm. The results shown in
this section have been measured over the test set. Five different models have
been trained for each task in order to explore and report the effect of different
random weights initializations. With the aim of providing a baseline, human
performance has been measured by 4 human subjects, each labeling ∼ 1000
commands. These results are reported in Table 1 along with the performance
of the proposed algorithm and benchmarks. The source code is available here:
https://github.com/ivallesp/Xception1d

Besides the global results, Figure 2 shows the precision and the recall ob-
tained for the most complex model (35-words-recognition for data version V2).
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Fig. 2: Precision and recall for each class using the 35-words-recognition model
trained with data V2. Classes are sorted by descending f1-score.

5 Discussion

Xception-1d offers better performance than the existing methods in the litera-
ture for three out of the four tested tasks. In the only task where Xception-1d

did not achieve the best results (left-right), the leading method was the one
proposed by Andrade et al. [3] which was only marginally better (<0.5% perfor-
mance difference on the test set) than the presented method. Xception-1d even
surpassed human performance (with statistical significance level) in the two first
tasks, including the most difficult one (35-words-recognition).
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Table 1: Accuracy (mean ± standard deviation) for our proposal, benchmarks
and human annotation. Best results per task in bold. Results significantly
beating human performance (α = 0.05) have been tagged with a star mark (*).

(a) Results for version 1 of the data set.

[3] [7]a [9] Xception-1d Human p-valueb

35-words 94.30 84.35 - 95.85 ± 0.12 * 94.15 ± 1.03 1.46 · 10−2

20-commands 94.10 85.52 - 95.89 ± 0.06 * 94.56 ± 0.98 3.14 · 10−2

10-commands 95.60 - 85.40 97.15 ± 0.03 97.22 ± 0.85 8.75 · 10−1

left-right 99.20 95.32 - 98.96 ± 0.09 99.54 ± 0.16 5.24 · 10−4

(b) Results for version 2 of the data set.

[3] [6]a [9] Xception-1d Human p-value b

35-words 93.90 - - 95.85 ± 0.16 * 94.15 ± 1.03 1.50 · 10−2

20-commands 94.50 - - 95.96 ± 0.16 * 94.56 ± 0.98 2.70 · 10−2

10-commands 96.90 95.40 88.20 97.54 ± 0.08 97.22 ± 0.85 4.84 · 10−1

left-right 99.40 - - 99.25 ± 0.07 99.54 ± 0.16 1.27 · 10−2

athe best results obtained among all the trials performed by the autors have been selected
bStudent’s t-test for the comparison of two means. α = 0.05

With regard to per-class accuracy, Figure 2 shows that the algorithm per-
forms generally well for all the classes in the most difficult scenario (35-words
task) as the majority of precision and recall values lay between 90-100%. Nonethe-
less, we found that the algorithm has more difficulties differentiating some groups
of similar words like the following pairs: “three” and “tree”, “follow” and “four”,
“bed” and “bird”, etc. No comparison with other existing models has been in-
cluded because such detailed results have not been found in the related work.

Finally, our findings show that the per-class performance of the speech com-
mands in the left-right task is lower than for the other tasks (in particular the
recall values). However, the per-class performance for these two classes was
higher when they were included in a multiclass classification task like the 35-

words-recognition task. This fact suggests that auxiliary tasks (in this case the
35-words vocabulary task) can benefit primary tasks (left-right), as more fea-
tures may be extracted from more complex tasks. This hypothesis has been
proven for Reinforcement Learning [18], but may also apply to DL efforts.

6 Conclusion

This work shows how a neural network which succeeded in the computer vision
field, with an adaption and a set of tweaks, is able to surpass human performance
at a speech recognition task with limited vocabulary achieving state of the art
results. This is why we suggest Xception-1d as the de facto architecture when
facing a voice command recognition task with restricted vocabulary, considering
the computing power is not a limiting factor due to its small size. The algorithm
presented can have multiple applications for improving voice-controlled systems.

This work has been partially funded by the Spanish ministry of science and

innovation project PID2019-107347RR-C33.
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