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Abstract. Early detection of skin cancers greatly increases patients’
chances of recovery. To support dermatologists in this diagnosis, many
decision support systems based on Convolutional Neural Networks have
recently been proposed to segment the lesion and classify it. The use of
the information coming from the segmentation, as an additional input to
the classifier, proved to be fundamental to increase its performance and,
in fact, the shape of the lesion is of diagnostic importance unanimously
recognized by clinicians. However, in the ISIC database, the public refer-
ence dataset that collects a huge number of skin lesion images, all samples
are labeled for classification but only a very small fraction of them are also
labeled for segmentation. To overcome this limitation, the present paper
proposes a weakly supervised approach to extract the segmentation label
maps of approximately 43,000 ISIC images, used to train a segmentation
network, with very promising performance.

1 Introduction

Recently, deep learning methods, and in particular Convolutional Neural Net-
works (CNNs), have had a huge impact in numerous application fields, from
image classification [1, 2] and semantic segmentation [3, 4] to object detection
[5, 6]. CNNs are also becoming very popular in medical image analysis [7] and
many decision support systems have been developed, for example, for automatic
reporting of medical exams [8] and analysis of retinal fundus images [9]. More-
over, CNNs were also successfully employed in skin lesion analysis to classify
and segment nevi and melanomas [10, 11, 12, 13, 14]. Melanoma is an aggres-
sive form of cancer, triggered by an uncontrolled proliferation of melanocytes,
pigment–producing cells of neuroectodermal origin. Cutaneous melanoma is the
20th most common cancer worldwide and occurs most frequently in adults, aged
between 40 and 60, while it is rarely observed before puberty [15]. Although cu-
taneous melanoma comprises less than 5% of all skin tumor cases, it causes the
majority (75%) of deaths. Employing CNNs can allow to speed–up the diagnosis
of an early melanoma and drastically increase the positive outcome of the disease.
To train state–of–the–art CNN models for this task, a large set of supervised
data is needed, available thanks to the International Skin Imaging Collaboration
(ISIC) Archive [16]. The ISIC database, which contains more than 60,000 im-
ages, labelled for classification, is widely used for lesion analysis. Unfortunately,
only a small fraction of the ISIC images was also labelled at the pixel–level, since
the high cost of image tagging by medical experts made the collection of large
sets of segmentation label maps very difficult. However, lesion segmentation also
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proved very useful in improving the classification accuracy [13, 14], as the lesion
boundaries are also used by dermatologists for their diagnosis. To this end, a
weakly–supervised approach, inspired by [17], was employed to automatically ex-
tract segmentation supervisions for approximately 43,000 ISIC images. However,
unlike the original method, which applied to images equipped with a bounding–
box supervision — not available in ISIC —, a detection network (YOLO [6]) was
previously used to extract the bounding–box corresponding to each lesion. Then,
a segmentation network was trained to recognize the background and foreground
(lesion) within the bounding–box. The rationale behind this approach is that a
segmentation network focused on a bounding–box performs a simpler task than
using the entire image. Finally, the segmentation supervision is generated using
the network output on the bounding–box. To consider the fact that the lesion
boundaries are blurred and not easy to delimit precisely, an uncertain region
has been defined, which often falls on the boundaries, according to the network
output probability. The generated supervisions were first compared with the la-
bel maps available for the small image subset of the ISIC dataset to assess their
quality. Additionally, the supervisions have been also employed to train a seg-
mentation network to demonstrate that, with their use, the lesion segmentation
accuracy can be increased. The document is organized as follows. In Section
2, the weakly supervised method is described together with the ISIC dataset;
then, in Section 3, the experimental setup and the results are presented. Finally,
Section 4 collects conclusions and future perspectives.

2 Materials and Methods

The ISIC dataset, which is used in our experiments, will be described in Section
2.1. Instead, the weakly–supervised method employed to automatically extract
the segmentation supervision for about 43,000 images of the ISIC database is
presented in Section 2.2.

2.1 ISIC Archive

The International Skin Imaging Collaboration (ISIC) [16] is a joint academia and
industry project designed to facilitate the application of digital skin imaging to
help reduce melanoma mortality. In this context, an open source archive of skin
images has been collected to promote and ease the development of automated
diagnostic systems. The database is updated regularly to include new images
from various sources and, at the moment, it contains over 60,000 images of skin
lesions along with different metadata (diagnosis, clinical attributes, image type,
etc.). In addition, in 2018, a segmentation challenge on ISIC was lunched [18, 19],
for which the segmentation supervisions of 2694 images (2594 for training and
100 for validation) were released. The ground truth segmentation masks for
these images were generated using several techniques (manual, fully or semi–
automatic), but all data were reviewed and curated by practicing dermatologists
with expertise in dermoscopy. The segmentation challenge was not reopened in
2020 and, therefore, no further segmentation masks were released.
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2.2 Weakly–Supervised Method

Inspired by the approach proposed in [17], which was also applied in scene text
segmentation [20, 21], we developed a weakly–supervised pipeline to automat-
ically extract the segmentation supervisions for the ISIC dataset. Since the
ISIC archive does not provide the bounding–box supervision for each lesion,
an additional step was added to automatically extract bounding–boxes using
a detection network (YOLOv3 [6]). The overall pipeline of our approach is
shown in Figure 1. Specifically, the YOLO network was trained based on the

Fig. 1: Overall pipeline of the proposed approach. In the generated segmentation, pixels
belonging to the uncertain region are shown in red.

bounding–boxes extracted from the ground truth images of the ISIC 2018 chal-
lenge. The trained YOLO network was then used to extract the bounding–boxes
from the entire ISIC database. These bounding–boxes were then selected using
the following criteria. Only one bounding–box per image is considered; in case
of multiple bounding–boxes, the one with the highest network output proba-
bility was selected. Additionally, only bounding–boxes with a network output
probability grater that 0.5 were selected, discarding only those that actually
have a very low probability to contain a lesion. In this way, bounding–boxes
for a subset of images of the ISIC dataset were obtained. In the next phase of
our pipeline, a background/foreground network was trained to extract the most
relevant object (the lesion) from the bounding–box. The Segmentation Multi-
scale Attention Network (SMANet) [21], with a ResNet50 backbone pretrained
on ADE20k dataset, was trained to this aim using the 2018 ISIC segmentation
challenge images cropped around the lesions. The SMANet learned to extract
the pixels belonging to the lesion from image crops containing it. Subsequently,
the bounding–boxes predicted with YOLO were exploited to extract the im-
age crops containing the lesions. These crops are then used as input for the
SMANet to obtain the segmentation of each lesion within the bounding–box.
The SMANet outputs on image crops were finally post–processed in order to
create the segmentation of the entire image. In particular, all the image pix-
els external to the bounding–boxes were labelled as background; instead, the
pixels inside the bounding–box were labelled according to the SMANet output
probability map in the following way1:

1Thresholds are chosen based on [17]
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• Foreground (lesion) — if the probability is higher than 0.7;

• Background — if the probability is lower than 0.3;

• Uncertain region — if the probability is between 0.3 and 0.7.

The definition of an uncertain region allows to consider the fuzzyness of the lesion
boundaries, which are difficult to be precisely delimited. Indeed, the use of the
uncertain region has proved to be effective, avoiding the gradient propagation
in regions where the lesion could be misclassified with the background.

3 Experimental Results

In this section, the quality of the generated supervisions is evaluated. In Section
3.1, the generated label maps were compared with the ones provided for the
ISIC 2018 segmentation challenge. Furthermore, in Section 3.2, the generated
supervisions were employed to train a segmentation network to demonstrate
that, with their inclusion, it is possible to improve its performance.

3.1 Comparison of label maps

To evaluate the quality of the generated label maps, the procedure described
in Section 2.2 was employed to extract the segmentation supervisions for the
100 images of the validation set of the 2018 ISIC segmentation challenge. In
particular, the YOLO detector has provided valid bounding–boxes, according to
the criteria described above, for 86 out of 100 images. These bounding–boxes are
then used to generate the related label maps, which have been compared with the
segmentation ground truth released for the 2018 challenge. The Intersection over
Union (IoU) is employed to compare the two segmentation supervision obtaining
a Mean IoU (MIoU) of 85.57% on the 86 images. Examples of the generated
label maps along with the original ground truth are reported in Figure 2.

(a) (b) (c)

Fig. 2: In (a), original ISIC images, in (b) the related ground truth segmentation and, in (c),
the generated supervisions (with the uncertain region in red).
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3.2 Segmentation of Skin Lesions

The generated supervisions of the ISIC images were employed to train a deep
segmentation network (the SMANet [21]). In particular, to prove the quality of
the extracted label maps, the following experimental setup was devised:

• ISIC Ground Truth (ISIC GT) — The SMANet was trained only with the
2594 images of the ISIC 2018 segmentation challenge;

• Weakly Supervised label maps (WS) — Only the generated label maps for
43,885 images of the ISIC database were employed to train the SMANet;

• WS + ISIC GT — The segmentation network was first trained on the
weakly supervised label maps and then fine tuned on the original ground
truth supervisions provided for the 2018 segmentation challenge.

In all the experiments, the network was trained on random crops of 377×377
pixels using flipping and rotation to augment the training dataset. To stop the
network training, a subset of about 120 images, extracted from the training set,
were employed as validation set in all the setups. Finally, the network has been
evaluated, using a sliding window approach, on the validation set of the ISIC
2018 segmentation challenge (see Table 1).

Setups Mean Accuracy Mean IoU
ISIC GT 86.69% ± 3.19% 74.09% ± 4.18 %
WS 87.30% ± 3.24% 74.89% ± 3.83%
WS+ISIC GT 91.23% ± 2.39% 81.12% ± 3.43%

Table 1: Mean Accuracy and IoU (along with 95% confidence interval) on the 100 images of
the validation set of the ISIC 2018 segmentation challenge in the three experimental setups.

We can observe that, using solely the generated labels (WS setup), the re-
sults are comparable (slightly better) to that obtained with only the original
ground truth supervisions (ISIC GT). Instead, when the network is first pre–
trained with weakly supervised labels and then fine tuned on the original labels
(WS+ISIC GT) the MIoU increases by approximately 7%. These results are
quite surprising and demonstrate the quality of the generated supervisions, prov-
ing their importance to improve the precision of a lesion segmentation network.

4 Conclusions

In this paper, a weakly supervised approach has been proposed to generate the
segmentation supervision of about 43,000 images of the ISIC database. A YOLO
detector was employed to predict the bounding–box containing the lesion and,
then, a segmentation network was trained to extract the foreground (lesion) pix-
els within the bounding–box. Finally, to create the label maps, the pixels outside
the bounding box were labeled as background while, instead, the pixels inside
were annotated based on the network output. The generated label maps proved
to be quite useful if included during the training of a segmentation network. It
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will be a matter of further research the creation of an iterative procedure that
iteratively retrain the YOLO detector to extract valid bounding–box for all the
lesions in the ISIC archive.
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