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Abstract. Recently, deep learning models have had a huge impact on

computer vision applications, in particular in semantic segmentation, in

which many challenges are open.

As an example, the lack of large annotated datasets implies the need for

new semi-supervised and unsupervised techniques. This problem is par-

ticularly relevant in the medical field due to privacy issues and high costs

of image tagging by medical experts.

The aim of this tutorial overview paper is to provide a short overview of

the recent results and advances regarding deep learning applications in

computer vision particularly for what concerns semantic segmentation.

1 Introduction

Deep Learning (DL) has represented a real revolution in the computer science re-
lated research areas in recent years [1]. Several important applications have ben-
efited from the use of DL, as for example the fields of bioinformatics [2, 3, 4, 5],
forensic analysis [6, 7] and natural language processing [8, 9].
Computer visions tasks, which were so far considered almost impossible to be
solved, were finally tackled using deep learning methodologies in a successful
way. For instance successful applications of DL in computer vision can be found
in the tasks of object detection [10, 11], image reconstruction [12] and image
generation [13]. The success of DL, for such complicated computer vision tasks,
relies in fact on the capability of performing the necessary machine learning ap-
proaches without the need of specifying the relevant input features to be used
by the Deep learning architectures.
Among the various research tasks, which has been successfully addressed through
the use of machine learning techniques, one important research challenge is rep-
resented by image segmentation. With such task we intend the need of labelling
each pixel (or voxels in the case of 3D) of an image according to the relevant
object/element of the image that is shown in that area.
More formally we can use the definition used in [14, 15] where image segmenta-
tion is defined as:

”An image segmentation is the partition of an image into a set of
non overlapping regions whose union is the entire image. The pur-
pose of segmentation is to decompose the image into parts that are
meaningful with respect to a particular application” [14]
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Semantic segmentation is therefore an inherently multi-disciplinary tasks, which
finds applications for example in the fields of biomedical image processing, im-
age forensic or anomaly detection [15]. These tasks brings a set of inherently
challenging research issues to be addressed. For instance there is the need of
having the availability of big amount of labelled datasets, with which is possible
to train the relevant segmentation network [16, 17].
Moreover there is the need on relying on computational capabilities, able to ef-
ficiently address the processing of large quantities of images and segmentation
tasks, and a plethora of new efficient learning methods have been proposed in
this direction [18].
This overview and tutorial paper is structured as follows. In Section 2 we revise
briefly the main concepts concerning Deep Learning background and founda-
tions. In Section 3 we report examples of application of Semantic Segmentation,
in several fields. In Section 4 we summarize the main contributions of the special
Session Deep Semantic Segmentation Models in Computer Vision. Furthermore
in Section 5 we report conclusions and future perspectives of this field of research
with future possibilities for deep learning applications in the semantic field.

2 Deep Learning

Deep learning is a branch of machine learning characterized by the use of mod-
els composed of multiple processing levels. At the heart of deep learning is the
ability to learn multiple levels of data abstraction. These methodologies have
greatly improved the state of the art in a wide variety of computing domains.
While previous machine learning models were limited in their ability to process
raw data, requiring complex, carefully designed feature extraction procedures,
often based on domain–specific skills, deep learning models are representative
learning methods. In fact, they allow you to learn multiple levels of representa-
tion directly from the raw data. Deep learning has demonstrated high abilities to
discover complex structures in high–dimensional data that allow its application
in many different fields. One of the most successful applications of deep learning
is semantic segmentation.

3 Semantic Segmentation

Semantic segmentation can be defined as the task of predicting the semantic
category of each pixel of an input image. The goal of semantic segmentation is
to characterize the image by dividing it into multiple meaningful areas and can
be a significant step in visual understanding. In fact, it plays a significant role
in many different applications, from medical image analysis to robotics. In re-
cent years, deep learning-based models have become the most common solution
for semantic segmentation, often outperforming previous methods on popular
benchmarks. In particular, Convolutional Neural Networks (CNNs) [19] are
among the most successful and widely used architectures in deep learning for
computer vision tasks and are widely used in semantic segmentation. However,
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by requiring pixel-level classification, semantic segmentation is generally a more
challenging task than other popular computer vision tasks such as image clas-
sification. In fact, to obtain the best performance, a semantic segmentation
model must determine not only the semantic category of the different elements
in the scene but also their exact position. This makes it difficult to use typical
CNNs in semantic segmentation, due to the use of down-sampling layers in the
network. Indeed, common CNN architectures designed for image classification
typically use multiple levels of down-sampling to rapidly broaden the receptive
range, increase the level of abstraction, and reduce the computational require-
ments of the network [20],[21],[22]. However, the down-samplings progressively
reduce the spatial resolution of the internal representation of the network (i.e.
feature maps). To perform semantic segmentation, CNN models are then typ-
ically modified to produce a pixel-level prediction. In particular, they often
assume an encoder-decoder structure, in which the encoder produces a spatially
reduced representation of the input while the decoder retrieves the resolution to
obtain an image-level prediction.
Fully convolutional networks [23] represent a milestone in this sense. The net-
work employs a common CNN originally designed for image classification and
adapt it for the semantic segmentation task. In particular the fully connected
layers of the network are replaced with 1 by 1 convolutions allowing to use in-
puts of arbitrary size. In this way the CNN backbone can be used as an encoder
where, however, the spatial resolution is considerably reduced.
To produce predictions at the image level, a decoder with up-sampling layers is
employed. The decoder employs transposed convolutions to increase the resolu-
tion and skip connections to better incorporate fine details. By employing this
structure he network parameters can be learned end to end.
After the FCN, many different segmentation networks have been proposed in
which most of the conceptual design ideas are retained. As and example in
[24] the segmentation model has a symmetrical structure. Similar to [23] the
encoder is constituted by a typical CNN for image classification (i.e. a VGG
[21]). Instead, the decoder uses unpooling to track the activations back to the
image space and transposed convolutions to obtain dense feature maps. A fun-
damental contributions in the definition of segmentation models is given by the
U-Net [25]. The network structure shows a typical U-shaped architecture which
gives the network name. The encoder has a typical CNN structure and, for each
downsampling stage in the encoder, the decoder has a corresponding up-sampling
layer obtained through transposed convolutions. One of the main characteris-
tics of the network is the particular type of skip connections that allow a flow
of information from the encoder to the decoder. In particular, for each decoder
level, feature maps of the encoder at the same resolution, are concatenated.
By using concatenation the number of feature maps in the encoder and decoder
can be different giving a huge flexibility to the network design. The network
initially applied on biomedical segmentation applications has proved very good
performance in many different applications. One of the main characteristics of
the previously discussed architectures is the loss of resolution in the encoder
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part of the network which leads to different decoding strategies to retrieve de-
tails make predictions at the image level.
To reduce the problem at its root, the deeplab [26], [27], [28] family of network
architectures employs an additional strategy. In particular, some layers in the
encoder are replaced with dilated convolutions. The idea of dilated convolutions,
is to expand the field of view of convolutional filters by exploiting a dilation rate.
The dilation rate expands the context that the filter takes into account but allows
to keep the same number of parameters. The use of dilated convolutions allows
to limit the reduction of the encoder spatial resolution avoiding the need for
aggressive up-sampling in the decoder. Furthermore, the semantic segmentation
task is made difficult by the need to analyze objects with different dimensions.
Indeed, segmentation networks must collect and merge information at different
scales. The most straightforward way to obtain multi-scale fusion is is to feed
multi-resolution images separately across multiple networks and aggregate the
output feature maps [29]. Instead a different approach consist in extracting fea-
tures at different scales through a pyramid module (which can employ pooling,
dylated convolutions or a combination of both) and fusing the so obtained rep-
resentations. PSPNet [30], DeepLab [27], [28] and SMANet [31], for example,
employ this approach.
A different solution is proposed in HR-Net [32], which maintains high resolution
representations without the use of an encoder-decoder structure. The network
connects high and low resolution convolution streams in parallel and repeatedly
exchanges information between the different resolutions.
Finally, more recently, vision transformers are employed in place (or combined)
with CNNs to perform semantic segmentation. A significant example is [33] in
which vision transformers are used in place of convolutional networks as a back-
bone for the segmentation network. Tokens from various stages of the vision
transformer are converted into image-like representations at different resolutions.
The token are then progressively combined and transformed into an image level
prediction using a convolutional decoder. In their work, [33] suggest that the
dense vision transformer may allow for more accurate and globally consistent
predictions than CNN-based networks.
Another aspect to consider when evaluating a segmentation network is the com-
putational burden. This can be assessed by considering two factors: the speed of
completion of the algorithm and the amount of computational memory required.
Computational efficiency is a very important aspect of any algorithm that needs
to be implemented on a real system. Often this goal is obtained by defining more
efficient convolutional operations, changing the network architecture [34],[35].
A survey on efficient models capable of deployment on low-memory embedded
systems while meeting the constraint of real-time inference is provided in [36].
The most popular approach to training semantic segmentation models is the use
of full supervision where the ground truth is given by an image-level resolution
segmentation map While the fully supervised methods enable state-of-the-art
performance, annotating each training image pixel-by-pixel is very expensive
and time-consuming. For this reason, to reduce the cost of annotation, other
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approaches have been proposed: the unsupervised approach uses unlabeled im-
ages, the semi-supervised approach uses a combination of labeled and unlabeled
images, the weakly supervised approach uses spatially less informative anno-
tations than the pixel-level. Of these approaches, weak supervision generally
offers the best results. Weak supervision can consist of several types of annota-
tions: bounding-boxes [37],[?], points [38] or image-level labels [37],[39]. Finally,
many approaches to reducing the need for large annotated data sets rely on
the same form of image augmentation. For example, some recent approaches
employ generative adversarial networks to produce synthetic images and corre-
sponding annotations, that can be used to enlarge existing datasets, from very
small annotated training datasets [40], [41], [42].

4 Contributions from ESANN 2022

Contributions of the special session of ESANN 2022 on ”Deep Semantic Seg-
mentation Models in Computer Vision” covered several different applications of
deep learning models for semantic segmentation.
In [43] the authors present a novel application of deep learning approaches to
oocytes segmentation. The work is related to the biomedical field of Medical
Assisted Procreation (MAP). The use of semantic segmentation deep learning
models in this context can efficiently help the human operator responsible for
assessing the healthiness of a oocyte to be fertilized and returned to the uterus.
Other two interesting contributions showing applications of deep learning for the
task of semantics segmentation in biomedical related fields, in particular related
to the dermatology fields, are represented by [44, 45].
In [44] the authors presented a short survey and overview of the most used
methodologies in this fields, together with the relevant datasets. Most recent
models were compared.
In [45] instead, the author presented deep semantic model application to the
case of skin lesions detection. The paper presents a novel application of convo-
lutional neural networks based architecture to the case of skin lesions detection.
The paper presents a weakly supervised approach in order to extract segmenta-
tion label maps of 43000 images from the reference ISIC database, which is used
to train the deep learning architectures proposed.
A further interesting biomedical application presented in our special session is
[46]. In [46] the authors presented a comparison of two well known deep learning
segmentation architectures (the DeepLab and the MobileNet) in order to seg-
ment mice kidney images to detect glomeruli. The analysis of such biological
structure is in fact fundamental to decide the transplantability of the organ in
humans.
However there is a lack of availability of publicly available datasets. There-
fore the presence of good performances in a non-human datasets, could help in
tackling efficiently such task and could be the first step in order to efficiently
compute transfer learning approaches to humans. Lastly in [47] address instead
an interesting non–biomedical related research tasks. In particular detection and
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localization of GAN manipulated images is performed in [47] using EfficientNet–
B4 architectures.
The detection part is tested on several generated multi–spectral datasets from
numerous world regions and several GAN architectures. Instead the localization
test is performed on an inpainted images dataset, with promising results shown
by the experiments performed.

5 Conclusions

Semantic segmentation with deep learning models represent a fundamental ap-
proach for the success of this research tasks.
Several are the challenging aspects to be addressed by deep learning semantic
models: computational efficiency, presence of a sufficiently large training set, as
well as collection of well labelled datasets on which is possible to training the
experimental setup of the architecture proposed.
In this brief overview–tutorial paper we have revised the foundations of deep
learning methods, of semantic segmentation applications as well as applications
contributed in our special session. Future challenges of the field are numerous,
as also the contributions to our special sessions can show.
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