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Abstract. Conditional branch prediction is a technique used to spec-
ulatively execute instructions before knowing the direction of conditional
statements. Perceptron-based predictors have been extensively studied,
however, they need large input sizes for the data to be linearly separable.
To learn nonlinear functions from the inputs, we propose a conditional
branch predictor based on the WiSARD weightless neural network model
and compare it with two state-of-the-art predictors: TAGE-SC-L and the
Multiperspective Perceptron. We show that the WiSARD-based predic-
tor, with a smaller input size outperforms the perceptron-based predictor
by about 0.09% and achieves similar accuracy to that of TAGE-SC-L.

1 Introduction

In recent decades, different types of neural networks have been applied to ad-
dress several topics in computer microarchitecture [1]. Specifically, innova-
tive techniques for implementing branch prediction were covered using percep-
tron [2] [3], feedforward neural networks [4], recurrent networks and convolu-
tional networks [5] [6].

Weightless neural networks (WNNs) are a category of neural model which
use neurons called RAM nodes to perform prediction. The neurons are made up
of lookup tables (LUTSs) and do not perform complex arithmetic operations. The
main advantage of WNNs is the capacity to learn non-linear functions of their
inputs, which is not possible in a conventional weighted neural network, such as
the perceptron. The WiSARD (Wilkie, Stoneham and Aleksander’s Recognition
Device) [7] is considered to be the first WNN to achieve a commercial success,
and is the neural network model adopted in this paper.

Due to the ability to learn non-linear features indirectly represented by the
inputs, the WiSARD model is an attractive alternative to traditional neural-
based predictors. Nevertheless, there is no previous work, to our knowledge,
that uses WiSARD in a conditional branch predictor. Consequently, this work
aims to explore the potential gain of accuracy using a WiSARD-based branch
predictor that requires smaller input sizes when compared to state-of-the-art pre-
dictors, the TAGE-SC-L and the Multiperspective perceptron. Our results show
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that our predictor can achieve similar accuracy and even outperform both state-
of-art branch predictor models, TAGE-SC-L and Multiperspective perceptron,
depending on the analyzed dataset. On average, the WiSARD-based predic-
tor is tied in accuracy with TAGE-SC-L, and outperforms the Multiperspective
perceptron by 0.09%.

2 Background and related work

Branch predictor: It is an essential part of modern computer microarchitec-
tures. Instead of stopping when a conditional branch (if/if-else) is encountered
in the execution of a program, a processor uses branch predictor to fetch and
speculatively execute instructions along a predicted path. As computer archi-
tectures become more complex and the number of instructions issued per cycle
increases, the penalty for a prediction error increases [2]. Most modern branch
predictors are variants of the TAGE [8] and/or perceptron branch predictors [2].
In particular, the TAGE-SC-L [9] predictor is considered the state-of-the-art
in the industry [10]. This predictor uses a neural-based statistical corrector to
detect some unlikely predictions and to revert them.

Neural based branch predictors: Another state-of-the-art branch predictors
are the perceptron-based predictors. The first relevant work used a single-layer
perceptron [2]. This work was improved later in a hashed predictor, the Mul-
tiperspective Perceptron predictor, based on the idea of viewing branch history
from multiple perspectives [11]. The success of perceptron-based predictors con-
firms that neural networks can be useful in branch prediction for industrial
applications.

WiSARD [7]: This WNN is a supervised learning model employed for classifi-
cation tasks. It consists of a n-tuple classifier composed of class discriminators.
Each discriminator is a set of N RAM nodes having n address lines each [12].
The learning phase consists of writing 1’s in each RAM node in the respective
discriminator that is designated by a hash function of the input pattern value.
In the classification phase, all RAM nodes similarly designated by the input are
read, and their contents are summed to produce a response value. The index of
the discriminator with the highest response value is taken as the predicted class.
To deal with the learning saturation problem, the content of the RAM nodes
are implemented as an access counter which is increased at each access during
the training phase (Fig. 1). The RAM node’s counter must have a value higher
than a threshold called bleaching [13]. On inference the output of a RAM is 1 if
the addressed value is greater than the bleaching threshold, otherwise it is O.

3 WiSARD-based predictor architecture

The WiSARD-based predictor is designed to perform one-shot online training
and the respective classification phase performs a binary classification. The
binary input is a linear combination of different sources of current and recent
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Fig. 1: A representation of the WiSARD model. In this example, the input image
contains “0”. An outline of the training phase is showed in the left side. In the
right side, the corresponding discriminator produces the strongest response in
the classification phase.

branch address information. Thus, the input can be expressed by:
input = a- PC +b-GHR +¢- PCxorGHR + Y1 ;' d; - LHR; + ¢- GPHR

Where: PC (program counter) represents the least significant bits from the
current branch address, GHR is the global history register from the last condi-
tional branches outcomes, PCrorGHR is the xor operation for the PC and GHR,
LHR; are several local history registers from the current branch and GPHR is
the global path history register which stores the 8 less significant bits from the
last 8 conditional branches. The additional parameters a, b, ¢, d and e represent
the strength of a given field of the input.

The WiSARD-based predictor architecture is shown in Fig. 2. The classifi-
cation phase is performed first since the predictor is designed to operate using
an online learning methodology. In this phase, the current input information is
pseudo-randomly divided in n-tuple sizes in order to get the address of a RAM
node located in two discriminators: Discriminator “0” that represents a not
taken branch and Discriminator “1” otherwise. A response is generated in both
discriminators and the one with the higher value determines the corresponding
final output. In addition, there is a bleaching implementation every time there
is a tie in the classification process. As soon as the classification phase for the
current input ends, it goes to the training phase, where it is split again in n-tuple
sizes to get the address of all RAM nodes located in the respective Discriminator.
In this latter process, the counters in each RAM node are updated accordingly.
All this procedure, including the classification and training phase, is performed
for all the following inputs of a given dataset.

4 Evaluation Methodology

Datasets description The dataset used was obtained from the Kaggle dataset
(https://www.kaggle.com/dmitryshkadarevich/branch-prediction) which
corresponds to data extracted from benchmarks of the 3rd Championship Branch
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Fig. 2: A depiction of the WiSARD-based predictor. In this example there are
three local history registers

Prediction (CBP-3) organized by the JILP Workshop on Computer Architecture
Competitions (JWAC). The information is composed only of conditional branch
information and is distributed in 3 categories, according to the benchmark appli-
cation class: integer workloads (I1 and I2), multimedia (M1 and M2) and server
(S1 and S2) applications. All of them have 4x10° conditional branch instructions
except dataset M1, which has 3x10° elements.

Methodology. In order to obtain more accurate results, 100 experiments were
performed on each group of data sets. Thus, the data obtained that are shown
later represent the average of 100 values. Furthermore, for the purpose of com-
parison with the WiSARD-based predictor, we also used the TAGE-SC-L and
the Multiperspective Perceptron predictors on all datasets as well. The input
size for both predictors is 3127 and 2329 bits respectively, and their training
and classification phase do not have a random process involved because they are
final hardware architecture implementation models.

5 Results and Discussion

The best configuration we found for the parameters is: a = 24, PC = 24bits, b
= 12, GHR = 24bits, ¢ = 12, PCxorGHR = 24bits, dy = 8. LHRy = 24bits,
d1 = &. LHR1 = 16bitS, d2 = &. LHR2 = 9bitS, d3 = 6. LHR3 = 7bitS, d4
12. LHRs = 5bits, e = 8, GPHR = 64bits. Therefore, the size of the input
analyzed in this work was: 24-24 + 12-24 + 12-24 4 8-24 + 816 + 89 + 6-7 +
12-5 + 8-64 = 2158bits. This input size is smaller than the TAGE-SC-L and the
Multiperspective Perceptron counterparts.

The results of the first experiment are shown in Fig. 3. It illustrates how the
accuracy varies as the size of the n-tuple increases. Firstly, we notice that the
accuracy in the datasets I1 and I2 remains almost constant in this experiment.
In the datasets M1 and S1 the accuracy increases up to n-tuple size = 22 and
then decreases, being dataset S1 where this effect is more pronounced. On the
other hand, in the datasets S2 and M2 we see a more prominent accuracy benefit.
On average (black line), the accuracy increases up to n-tuple size = 25.
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Fig. 3: Results of accuracy obtained by the WiSARD-based predictor in the
classification phase as the size of the n-tuple increases. The “Avg” line represents
the average accuracy of all datasets. Higher is better.

Taking this result into account, we compared it with TAGE-SC-L and Mul-
tiperspective Perceptron (shown in Table 1 where W, T and MP stand for the
WiSARD-based, TAGE-SC-L. and Multiperspective Perceptron predictors re-
spectively). On average, the WiSARD-based predictor achieves approximately
the same accuracy as the TAGE-SC-L and slightly outperforms the Multiper-
spective Perceptron in 0.09%. We emphasize that our predictor shows a higher
accuracy value on the M2 dataset compared to the other predictors.

Predictor I1 12 M1 M2 S1 S2 Average
W 99.79+£.00{99.97+.00|96.05+.02 {86.50+.15|96.07£.03 | 97.854.01 | 96.04+.06
T 99.81+£.00{99.98=+.00|96.144.00 |85.86+.00|96.32=£.00|97.874.00 | 96.00+.00
MP  |99.774.00{99.98+.00|96.23+.00|85.754.00|96.21+.00|97.76+.00 | 95.95+.00

Table 1: Comparison of the best configurations of the WiSARD-based
predictor with the state-of-the-art (TAGE-SC-L) and the multiperspective
perceptron predictor. They were code named W, T and MP respectively.

Finally yet importantly, several experiments were performed using the same
input from TAGE-SC-L and Multiperspective Perceptron in the WiSARD-based
predictor. Interestingly, the best results with these inputs, on average, where
77.19% and 89.77% respectively. This implies that our predictor has a completely
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different knowledge acquisition process than the other predictors, which was
intuitively expected.

6 Conclusion and future work

In this paper we propose a conditional branch predictor based on WNNs, partic-
ularly on the WiSARD model. We experimented the WiSARD-based predictor
in order to compare it with TAGE-SC-L, the state-of-the-art, and with the Mul-
tiperspective Perceptron, a neural-based predictor. Using a smaller input size
our predictor achieves, on average, similar accuracies than the TAGE-SC-L and
outperforms the Multiperspective Perceptron by 0.09%.

This work can be further extended by using Bloom filters [14] to allow for a
compact hardware area, whilst reducing memory and power consumption with
less latency, making training and classification phases faster.
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