Real-time Detection of Evoked Potentials by Deep Learning: a Case Study
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Abstract. In Local Field Potential (LFP) recordings it is hard to distinguish Evoked Potentials (EPs) from spontaneous activity. Automatic real-time detection of all EPs in a recording would enable the deployment of neuromorphic prostheses. In this paper, we present a case study involving EPs induced by stimulation of a whisker in rats. We compare the detection performance of three deep learning models: a Temporal Convolutional Network, a Recurrent Neural Network, and a Mixed model. A data augmentation technique for LFP data and a technique to learn the delay of causal models are proposed. Experimental results show that the three deep learning models are capable of detecting most EPs with few false positives, a delay of less than 100ms, and for a pruned TCN, using only 1,282 parameters.

1 Introduction

Controlling a machine via external recordings of brain activity is an active research area that achieved significant results thanks to Machine Learning approaches (see [1]). These results motivated research in a more challenging and invasive task: the automatic real-time detection of evoked potentials (EPs), i.e. the change in potential generated in response to an external stimulation, in Local Field Potential (LFP) signals recorded via a probe inserted in the brain. Solving this important task would enable, for example, the deployment of neuromorphic prostheses. Up to now, automatic analysis of brain signals through the use of deep learning mainly focused on the classification of already detected EPs [2, 3, 4]. In these works the time-stamps of the EPs are known and the models only classify the type and the quality of the response. Other studies focused on identifying events or decoding brain signals in real-time through the use of sequence-to-sequence models [5, 6]. However, deployment of neuromorphic prosthesis requires solving a different task, i.e. the real-time detection of any single occurrence of EPs. With detection, we refer to the ability of a model to identify when an EP has happened, i.e. to classify each sample of the signal as either "EP" or "non-EP". The aim of this study is to assess suitable deep learning architectures in the real-time detection of EPs in LFP signals recorded from a probe inserted into the barrel cortex of rats and evoked by the stimulation of a whisker. Specifically, we are interested in models that can learn to distinguish EPs from spontaneous activity taking into account both efficiency and efficacy.
The studied models are Temporal Convolutional Networks [7], Recurrent Neural Networks [8], and a Mixed model that combines them. They are compared to three baseline models that exploit traditional signal processing techniques.

2 Methods

The developed deep learning models all use 6 layers, with convolutional, recurrent, dropout, normalization, and relu activation layers. The baselines use a single convolutional layer with a single filter of size 100ms. This filter can detect the evoked potential by learning the shape of the response, but is unable to discriminate it from spontaneous activity. Using these baselines, we can measure the gain in performance achieved using deep learning techniques. While each deep learning model is trained only on LFP data, which measures the activity of multiple neuron populations, the baselines are trained, alternatively, on LFP data, or Multi-Unit Activity (MUA), which measures the activity of a small set of neuron, or the Continuous Wavelet Transform (CWT) of the LFP. The metrics for efficacy are the Area Under the precision-recall Curve (AUC), and the maximum F1 score computed on the precision-recall curve, while for efficiency we consider the number of parameters and delay introduced by the models. All the models use a sigmoid as output function and a weighted binary cross-entropy as loss.

2.1 Raw data, preprocessing, and labeling

The raw data was extracted using a 32-electrode probe from 25 different rats anesthetized with urethane. In total, 48 recordings were extracted. Each recording is 5 minutes long, has 32 channels, and has a sampling rate of 25,000Hz. To be able to use these data in the training and testing phases, a preprocessing pipeline was used to extract useful features, decrease the size of the data, remove false positives, and remove artifacts. First, the LFP was extracted. Each recording was filtered in the range 1-100Hz with an order 4 Butter-worth filter and down-sampled to 250Hz. Usually, a range of 1-300Hz is used to extract LFP, but in this case, we are mainly interested in the evoked potential, which is found below 100 Hz. To extract the MUA, we used a band-pass filter in the 300-5,000Hz range and selected all points that were below the threshold $-4 \cdot \text{RMS}$ to detect each action potential. A moving sum window of size 100 (the downsampling factor) was used on the MUA data before down-sampling to 250Hz to avoid loss of information. This processed MUA contains the number of spikes detected in a 4ms time window. The CWT data is computed in the forward phase of the models with a dedicated layer. During the experiment, all the stimulation time-stamps were stored in a vector. This was used to identify the EPs in the recordings. We labeled the 40 ms after each stimulation as “evoked potential” (class 1), while the rest of the data are labeled as “not evoked potential” (class 0). Data cleaning was performed by first detecting all faulty electrodes and by replacing their relative channels using the average of the two adjacent channels. Of the 32 channels, the top 6 were removed since they mostly contained noise.
Second, all recordings where many points labeled as Evoked Potential did not correspond to a detectable change in potential were removed. This situation may occur for multiple reasons, such as incorrect positioning of the probe or faulty whisker stimulation. To speed up this process, we ranked each rat by the amplitude of the averaged evoked potential. Following common practice in this case, only the highest-ranking rat data were selected. The final data set contains 30 recordings extracted from 14 different rats, for a total of 9,000 seconds. An example of a portion of the recording and the target signal is shown in Fig. 1a.

The recordings of one rat, presenting both strong spontaneous activity and strong evoked potentials, were used as test set. The remaining data from the other 13 rats were then segmented and divided into training and validation sets. To partition the data, we extracted a segment of 12 seconds centered on each stimulation. 85% of the segments were used for training, while 15% for validation. This segmentation process has two main advantages: more heterogeneous mini-batches and validation set; faster training. Although this segmentation is not problematic for convolutional networks, which use temporal sliding windows and symmetric padding, recurrent networks could use the center position as evidence of EP. For this reason, we randomly shifted the signal (in the range [-1 sec, +1 sec]) in the segment to prevent the model from learning the center position of the evoked potential. No partitioning was applied to the test set, which is composed of two 5 minute long recordings. This lets us verify that we have not introduced any biases with this partitioning.

### 2.2 Data Augmentation and Output Delay

The obtained dataset presents three issues: i) it contains only 840 evoked responses for training and 60 for testing; ii) the position of the probe or the size
of the layer of the barrel cortex may vary between different rats; iii) undetected artifacts generated by the stimulation process may be present in some channels, and the model may experience artifact over-fitting. To solve these issues, we introduced a data augmentation layer for LFP data. This layer randomly shifts up or down by 1 channel the segments in the forward phase. This way, we simulate different positions of the probe and expand the training dataset.

Another issue concerns the nature of the task: for this dataset we labeled as evoked potential only a 40ms window that starts when the stimulation to the whisker is applied (as seen in Fig. 1a), but we have no means to measure if this is the optimal ”EP” window to use. Due to this the training could fail, since the causal model could not see enough past information in order to detect the EPs. To overcome this problem, we added a non-causal convolutional layer before the sigmoid output function. This solves the problem since we let the model learn the optimal window to use, which can be delayed with respect to the one we have chosen, and then we let the final convolutional layer shift back the output by the same delay. In other words, we introduce “non-causality” in the training phase, which can then be removed by deleting this last layer. The causal model obtained can now detect EPs with a certain delay that has been learned during training.

### 2.3 Baseline and Deep Learning models

All baseline models follow a general structure: after the data augmentation layer, a single convolutional filter is used. Since we were only interested in the efficacy of the baselines, not the efficiency, we did not put a limit on the number of parameters, and disregarded the detection delay issue. A max pooling of size 40ms has been used for the LFP and MUA input, to approximate an upper envelope of the peak of the EPs, which would otherwise only last for 1−4 ms.

As for the Deep Learning models, we selected three suitable architectures: 1.) a Temporal Convolutional Network (TCN), i.e. a causal isomorphic sequence-to-sequence convolutional model that uses dilation and skip connections; 2.) a Recurrent Neural Network using either Gated Recurrent Unit (GRU) or Long Short-Term Memory (LSTM) units; 3.) a mixed model using recurrent layers followed by convolutional layers. After an initial analysis of the models, a decision was made to use a dropout layer with 20% drop chance after each layer, layer normalization after recurrent layers, instance normalization after convolutional layers, gradient clipping, and ADAM optimization. The three models were generated through a model selection process using a random search involving as hyperparameters: the number of layers (from 1 to 6), the number of units/filters for each layer (from 2 to 64), the type of recurrent unit (GRU or LSTM), the size of the filters (from 40 to 300 ms), the type of activation function (none, ReLU or ELU), the type of pooling (none, Max, Average), and the size of pooling (from 2 to 40 ms). In the model selection, the use of an additional dense layer (with a number of nodes from 2 to 12) was also tested. This layer with 6 nodes was tested to increase both efficiency, since it reduces the number of input channels from 26 to 6, and validation efficacy. For all the three models we achieved the
best validation AUC using 6 layers, ReLU activation and max pooling. Gated Recurrent Units were selected as the best units for recurrent layers. Since the TCN model is the most expensive in terms of number of parameters, we used a gradient magnitude pruning approach [9] to optimize it. More specifically, we used an iterative approach by removing the least important filter at each step with a 5% validation error threshold as the stop condition.

3 Results

In Table 1a the efficacy of all models is reported. As expected, the baseline models return many false positives when handling spontaneous activity. In contrast, all deep models are able to filter out spontaneous activity in most of the test recordings. The TCN achieved the best AUC and F1. This model can predict up to 87% of the evoked potentials with 0.86 precision compared to the best baseline that can detect 49% of EPs with 0.34 precision. The GRU model and the mixed model also achieved high precision and recall, but with more false negatives and false positives than the TCN model. Table 1b reports the efficiency of the deep learning models in terms of the number of parameters and detection delay. In terms of detection delay required to detect the evoked potential, the GRU model is the best, having a delay of only 32ms. In terms of number of parameters, the pruned TCN model is the best, using only 1,282 parameters. From the various model selection training trials and the final tests, the learned delay is consistent for each model: a small delay of 30 – 40 ms for recurrent models; a larger delay of 70 – 100ms for convolutional and mixed models. Causal convolutional layers can shift the output in the future with no loss of efficacy in the same way as the final non-causal convolutional layer can shift the output in the past. This explains why we see a larger delay in the convolutional and mixed models compared to the recurrent models.

An example of output of all models for the same input is reported in Fig. 1b.

<table>
<thead>
<tr>
<th>Model</th>
<th>F1-Score</th>
<th>AUC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline LFP</td>
<td>0.388</td>
<td>0.424</td>
</tr>
<tr>
<td>Baseline MUA</td>
<td>0.203</td>
<td>0.334</td>
</tr>
<tr>
<td>Baseline CWT</td>
<td>0.221</td>
<td>0.341</td>
</tr>
<tr>
<td>GRU</td>
<td>0.776</td>
<td>0.740</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.778</td>
<td>0.738</td>
</tr>
<tr>
<td>TCN</td>
<td><strong>0.872</strong></td>
<td><strong>0.862</strong></td>
</tr>
<tr>
<td>TCN Pruned</td>
<td>0.842</td>
<td>0.803</td>
</tr>
</tbody>
</table>

(a) Efficacy comparison of all tested models using the F1-Score and AUC.

<table>
<thead>
<tr>
<th>Model</th>
<th>#Param.</th>
<th>Delay</th>
</tr>
</thead>
<tbody>
<tr>
<td>GRU</td>
<td>5,002</td>
<td><strong>32 ms</strong></td>
</tr>
<tr>
<td>Mixed</td>
<td>8,090</td>
<td>90 ms</td>
</tr>
<tr>
<td>TCN</td>
<td>11,640</td>
<td>80 ms</td>
</tr>
<tr>
<td>TCN Pruned</td>
<td><strong>1,282</strong></td>
<td>80 ms</td>
</tr>
</tbody>
</table>

(b) Comparison of the efficiency of deep models in terms of number of parameters and detection delay.

Table 1: Comparison of efficacy (a) and efficiency (b) of the models. The best values for each score are highlighted in bold.
4 Conclusion

With deep neural networks, we can predict up to 87% of the evoked potentials with high precision and low energy cost. The recurrent model was shown to be the fastest in terms of response time, with a detection delay of only 32ms. The TCN has shown to be the most effective model and the one that requires the least operations per second when using pruning. For these reasons, it can be used for both online and offline analysis, opening the door to new experimental settings, where the subject is awake and subject to multiple stimulations. It is also a good candidate for close-loop systems: its low energy cost makes it a suitable component in neural prosthesis for the detection of evoked responses which can be then used to control electrical or magnetic stimulations. A possible explanation on why deeper models perform better in this task is the ability to detect more complex patterns in spontaneous activity. As can be seen in Fig. 1a, spontaneous activity comes as long bursts of negative peaks. Deeper models can detect and discriminate these burst patterns in order to separate them from the evoked potentials.
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