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Abstract. In this work we applied Curriculum Learning (CL) to evaluate
the performance of a machine learning (ML) model for pancreatic cancer
prediction. As the dataset required it, we applied missing value imputa-
tion and data augmentation techniques. We compare different curriculum
configurations in terms of pacing functions and we perform different exper-
iments concluding that CL helps to train the ML model. Nevertheless, not
all the configurations behave in the same way, and the best results were
obtained when organising the curriculum in increasing levels of difficulty
following exponential pacing.

1 Introduction

Pancreatic cancer is a very aggressive disease in which the identification of pan-
creatic tumours is a fundamental element in its diagnosis [1]. Among the different
types of pancreatic cancer, the one with the highest incidence is Pancreatic Duc-
tal Adenocarcinoma (PDAC) which if it is detected earlier, the survival rate can
be greatly improved. Currently, a set of useful biomarkers are used to identify
patients with some risk for developing PDAC [2].

Traditional ML algorithms randomly present all the training examples to
the model, not paying attention to the different complexities of data examples
and the learning status of the current model. Curriculum Learning (CL) is a
training strategy that trains a ML model from easier data to complex data,
which imitates the meaningful learning order in human curricula [3]. In contrast
to CL, anti-CL selects the most difficult examples first and gradually exposes
the model to easier ones. The power of introducing curriculum into ML depends
on how the curriculum is designed for specific applications and datasets, but it
has been demonstrated that CL helps to avoid bad local minima and leads to
an improved generalisation [3].

The core of the CL strategy are a scoring function as the method to asso-
ciate difficulty to examples, and a pacing function as the method to introduce
examples to the training procedure. Among the scoring functions, one of the
most used is transfer teacher where a stronger teacher model act as the teacher
and measure the difficulty of training examples according to the teacher’s perfor-
mance on them [4]. The pacing function samples a batch of training data from
the relatively easier examples (or more difficult in the case of anti-curriculum)
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and sends it to the model for training. With the progress of training, the pacing
function will progress to sample from more harder (easier in anti-CL) data, until
sampling from the whole training set.

In this work, we propose the application of supervised (automatic) CL for
pancreatic cancer prediction. Our objective is to study different CL approaches
in terms of pacing functions to demonstrate that the CL approach allows to
improve the prediction of a base ML model, and to identify those examples that
are difficult to learn. But one has to be careful with the choice of the pacing
function, as not all offer the same results and benefits.

2 Material and methods

2.1 Dataset

To validate our proposal the Urinary biomarkers for pancreatic cancer [2] dataset
was used. It gathers PDAC biomarkers samples collected from 590 patients
before treatment: 183 were control samples (no disease), 208 benign disease
samples and 199 PDAC samples (malign disease). Table 1 shows the dataset
features used in the experiments. Demographics and clinical characteristics of
patients can be consulted at [2].

Feature Mean Missing
(std) rate
Age 59.1(13.1) 0%
Sex F/M 0%
Blood plasma levels of monoclonal antibody (Serum CA19-9) | 654(2.43k) 41%
Urinary biomarker of kidney function (Creatinine) 0.86(0.64) 0%
Lymphatic vessel endothelial hyaluronan receptor (LYVE-1) 3.06(3.44) 0%
Trefoil factor family peptide (TFF-1) 598(1.01k) 0%
Lithostathine-1-alpha protein (REG-1A) 735(1.47k) 48%
Regenerating family member 1 beta protein (REG-1B) 112(196) 0%

Table 1: Dataset description.

2.2 Data preprocessing and augmentation

As shown in Table 1, there are two features with a significant amount of miss-
ing values. Due to the limited data available, some data imputation methods
were applied to determine and assign replacement values for missing data items.
According to their degree of complexity, we have implemented two methods: a
statistical method (mean) and a ML based method (k nearest neighbours, kNN)
[5]. The first one is a method where any missing value is replaced by the mean of
the observed values for that variable. The second one selects its k closest cases
from the training cases with known values in the attributes to be imputed, such
that they minimise some distance measure. Once the k nearest neighbours have
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been found, a replacement value to substitute for the missing attribute value
must be estimated. The replacement value is calculated using the mean and to
determine the distance between training cases, the Euclidean measure was used.

Taking into account the variability of the features, a scaling method was
applied and the sex categorical feature was transformed into a binary one. For
the predicted feature (no disease, benign disease and malign disease) the one-hot
encoding method was used.

As the quality of a ML model depends, among other things, on the quantity
of the training data, data augmentation methods were tried. Taking into account
the tabular nature of the dataset, SMOTE and CTGAN were used. SMOTE
[6] is an oversampling approach in which the minority class is over-sampled by
creating synthetic examples. These synthetic examples cause classifiers to create
larger and less specific decision regions. This approach can improve the accuracy
of classifiers for a minority class. Although the data set is balanced, we take the
advantage of SMOTE to augment the examples. CTGAN [7] is a GAN-based
model that generates synthetic tabular data. This implementation allows to
define special relationships between columns, called constraints, that are used to
improve the quality of the generated data by prohibiting certain combinations
that may not exist in real data.

2.3 Curriculum design

As we pointed out previously, the two main elements in a supervised curriculum
design are the scoring function and the pace function. The most general transfer
teacher options are the loss based methods, which do not need any domain
knowledge. Concretely, these methods take the example-wise losses calculated
by a teacher model as the example difficulty and assume that the lower the
loss, the easier the example [4]. After trying some transfer teacher options, we
decided to adopt the bootstrapping strategy because of its simplicity and better
proven results [8]. This strategy uses a teacher classifier with the same network
structure as the student classifier, and pretrains it on the training dataset.
For the pacing function, we evaluate five different options:

e One-Pass (OP), that is a non-cumulative function where data is divided
in equal size packages, in order to train every package a fixed amount of
iterations and swap the package in use for the next one.

o Baby-Step (BS), that is similar to the OP function, but in this case it is
cumulative, so the packages are merged every fixed amount of iterations.

e Single-Step Pacing (SSP), that starts training with a reduced amount of
data a fixed amount of iterations, and then with the whole dataset.

o Fized Exponential Pacing (FEP), that starts training with a reduced amount
of data and exponentially increases it every fixed amount of iterations until
all the data are used.
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o Varied Exponential Pacing (VEP), that is similar to FEP, but in this case
the iterations are not fixed.

This CL design is contrasted against its anti-curriculum approach, i.e., the
curriculum difficulties are complemented so that training samples follow the
reverse order.

2.4 Base Machine Learning model and performance metrics

Adopting a bootstrapping strategy for the CL design means that a teacher ML
model with the same structure as the student ML model should be designed.
Our model, from now on the base model, is a deep network composed of a batch
normalisation layer, two or three dense layers with ReLU or Tanh activation
function, a dropout layer and an output layer with the softmaz activation func-
tion. The model was built using Adam optimiser and a learning rate of 0.01.

In order to evaluate the quality and performance of the model, we use F1-
score (F1) and Macro-F1 (M-F1) metrics.

3 Experiments

We perform a comparative evaluation of the classification task with several ex-
periments taking into account different network architectures, a specific data
augmentation method and a specific imputation method, and different CL con-
figurations. The experiments were performed taking the whole dataset and gen-
erate 5-fold cross validation sets in order to better estimate the performance of
each model. In each experiment after the data augmentation method and impu-
tation method selection, the deep model was optimised and the CL strategy was
applied. From the experiments performed, we chose the most representatives
(six):

e Experiments 1 and 2. In both experiments, SMOTE was used generating
34 new synthetic examples. Missing values were replaced by the mean in
experiment 1 and by kNN in experiment 2. In experiment 1, the optimised
model has three hidden layers with ReLU, and in experiment 2, three
hidden layers with ReLU and Tanh intermixed.

e Experiments 3 and 4. In both experiments, no data augmentation was
used and missing values were replaced by kNN. The optimised model has
two hidden layers in experiment 3, and three hidden layers in experiment
4, both models with ReLLU activation function.

e Experiment 5. Here, CTGAN was used to generate 200 new synthetic
examples and missing values were replaced by kNN. The optimised model
has three hidden layers with Tanh activation function.

e Experiment 6. Here, CTGAN was used to generate the same amount of
examples as in experiments 1 and 2, and missing values were replaced by
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kNN. The optimised model has two hidden layers with ReLU activation
function.

4 Results

Table 2 shows the results for each of the six experiments in terms of F1 (for the
three classes) and M-F1 measurements. This table includes the performance of
the base model (no CL used) and the best of the different CL options for each
experiment (we do not include all the results for space limitation). The Kruskal-
Wallis test was applied to check if there are statistical differences among the
test accuracies. The p-value obtained was p < 0.001 for a significance level of
95%. Therefore, the null hypothesis can clearly be rejected proving the statistical
significance of the differences.

F1 ND | F1 BD | F1 MD | M-F1

1 Base model 0.670 0.469 0.709 0.616
CL with VEP 0.613 0.587 0.699 0.633

9 Base model 0.623 0.451 0.747 0.607
CL with FEP 0.652 0.494 0.736 0.627

3 Base model 0.617 0.466 0.693 0.592
CL with SSP 0.587 0.517 0.717 0.607

4 Base model 0.556 0.463 0.714 0.578
CL with SSP 0.569 0.520 0.693 0.594

5 Base model 0.565 0.473 0.739 0.592
CL with FEP 0.571 0.519 0.673 0.588

6 Base model 0.601 0.482 0.687 0.590
CL with VEP 0.589 0.523 0.709 0.607

Table 2: Best results for each experiment for non disease (ND), benign disease
(BD) and malign disease (MD). Best results are highlighted in bold.

The analysis of these results in terms of data augmentation, the replacement
of missing values and CL design, leads us to the following statements:

e In general, data augmentation is beneficial for the performance of the
model except when the number of synthetic examples is high respect to the
dataset size. This fact can be observed at experiment 5. Comparing both
SMOTE and CTGAN methods under the same conditions, SMOTE always
outperforms CTGAN, helping the CL model to improve the performance
of the classes where the base model has problems with.

e Taking into account the missing value replacement method, the mean
method outperforms the kNN one, as experiments 1 and 2 demonstrate.

e From the CL strategy point of view, the curriculum strategy achieves the
best results in terms of M-F1 and almost always outperforms the anti-
curriculum strategy. Taking into account the pacing function, the One-
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Pass method is not useful in this classification task as it always had the
worst results. Its M-F1 value for all the experiments does not exceed the
value of 0.521. On the other hand, the exponential versions of the pacing
function achieve the best results in terms of performance.

5 Conclusions

In this work we have proposed to apply CL to evaluate the performance of a
ML model. It seems that this technique helps the ML model in its classification
task, but it’s really dependent on the selected CL configuration. In particular,
the pacing function has a huge influence on the results. If the pacing function is
changed, the results can dramatically change too. It is preferable to organise the
training procedure presenting the examples increasing its difficulty in exponential
steps, and to avoid non-cumulative methods (OP). Nevertheless, the dataset
used is limited and it does not allow the CL strategy to improve significantly
the performance of the base model. Since differentiating the easy examples from
the difficult ones could be a complex task in this dataset, we envisage as future
work to add an expert point of view (Human-in-the-loop [9]) to help develop a
better scoring function that would improve the results.
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