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Abstract. Unsupervised deep learning techniques are widely used to
identify anomalous behaviour. The performance of such methods is a
product of the amount of training data and the model size. However, the
size is often a limiting factor for the deployment on resource-constrained
devices. We present a novel procedure based on knowledge distillation for
compressing an unsupervised anomaly detection model into a supervised
deployable one and we suggest a set of techniques to improve the detec-
tion sensitivity. Compressed models perform comparably to their larger
counterparts while significantly reducing the size and memory footprint.

1 Introduction

The unsupervised techniques use unlabeled training data to help uncover out-of-
distribution samples. Unsupervised anomaly and novelty detection are essential
in various domains, e.g. in particle physics they were used to detect abnormal
behaviour of detector components or to search for new physics phenomena [1-3].
Recently, the advances in anomaly detection were dominated by deep learn-
ing techniques, especially autoencoders which can overcome large dimensionality
and non-linear relationships in input data without labels. These new methods
can require a complex model to achieve high performance, which can prevent
their deployment in resource-constrained environments, such as edge devices or
embedded systems. Whether a candidate model is suitable for deployment in
such cases depends on meeting the production demands, which include perfor-
mance and inference requirements, e.g. area, power or latency. We are especially
interested in the high energy physics applications where 100 ns latency is desired.
However, we first validate our approach on common machine learning datasets.
We propose a novel method for compressing an unsupervised anomaly detec-
tor into a small, deployable model. Our strategy leverages knowledge distilla-
tion (KD) [4,5], a method in which a large teacher model transfers its knowledge
to a smaller student model, without sacrificing performance measured by top
metrics such as the area under the receiver operating characteristic (ROC) curve
(ROC-AUC). We expand the traditional KD setup by turning an unsupervised
problem into a supervised one. By doing so, we reduce the complexity of the
task that the student needs to solve, i.e. by dropping the dimensionality of the
output to a single number. This reduction leads to the student directly learn-
ing the anomaly metric rather than a typical autoencoder approach. Finally, to
address concerns of [6] we suggest extensions to improve generalization.
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2 Related Work and Methodology

The intermediate feature maps can be used to train the student models. This
KD setup was previously used for anomaly detection tasks. While [7] followed
this idea to train a shallower model, [8] utilized this setup to mitigate the impact
of anomalies in the training set and [9] used the low-dimensional embedding of
the teacher to guide the training of an ensemble of students. In the following,
we propose to skip the embedding learning and directly regress the anomaly
score reported by the teacher. These two approaches can be complementary but
we leave empirical verification of such combination for future work.
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Fig. 1: The schematic view of the baseline training and evaluation procedure.

Consider an unlabelled dataset D = {(x);})¥, free from outliers. We search
for a parameterized function fy that produces high scores S for outliers and low
for inliers. We approximate fy using the loss £ of an autoencoder with encoder £
and decoder D. We calculate the anomaly score as S; = fy(x;) = L(x;, D(E(x;)).
The training and evaluation schemes are shown in Fig. 1. First, we train a
teacher model defined as an autoencoder, commonly used for unsupervised
anomaly detection on image inputs. Next, we introduce the student model
g and train it directly to learn the anomaly score: g(x;) ~ S;. The student
architecture differs from the teacher’s as it is both simpler and not an autoen-
coder. This allows the student to leverage the knowledge of the teacher more
efficiently to reduce the computational overhead and complexity of the model.
By not requiring to reconstruct the input, we can focus its learning on the most
important aspects of the data, enhancing its ability to detect anomalies.
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Teacher S Sa S3 Sa Ss Se S7
Params 19,360 7,180 2190 1060 409 225 133 7
FLOPS 18.91M | 6.37M | 2.25M | 432k | 131k | 114k | 58k | 53k

Table 1: Comparison of a number of parameters and FLOPS for teacher and
student models (numbered as S,,, where n € {1,2,...,7}).

2.1 Models Architecture and Training

The architecture of the teacher consists of five convolutional layers with average
pooling layers in both the encoder and decoder, a representation vector size of
20 and two fully connected layers in between. To find out the size impact on
student performance, we experiment with seven different architectures as out-
lined in Table 1. All student models are significantly smaller than the teacher,
with the largest size of an encoder-only part of the teacher. Results of [10]
suggested that inductive biases could be transferred in the context of KD. How-
ever, we opted for experimenting only with convolutional-based students. We
refer to these students as Sy, where n € [1,7]. S; and Sa consist of five, S3 of
three and Sy, S5, Sg, S7 of two convolutional layers followed by one dense layer.

We train our teacher models on two widely used datasets in experimental
settings, MNIST and Fashion-MNIST, using an unsupervised learning approach:
the images of one class were treated as the normal training dataset at a time,
i.e. 6000 training samples. Twenty teacher models are trained for both datasets:
one for each class of normal digits. The models are optimized using the mean
squared error (MSE) loss function and trained using the Adam optimizer with
an initial learning rate of 1072, We apply log transformation to teacher loss to
facilitate student learning. The scores obtained for normal digits peak at zero
with a long tail, which is why the log transformation transforms skewed targets
to approximately conform to normality. An initial learning rate of 10~3 with
Adam is used for all the student models. We train all the models using mean
absolute error (MAE) for 300 epochs with a batch size of 100.

Since the student models are trained to directly regress the loss of the
teacher, we have to check their ability to correctly learn the scores of out-
of-distribution samples, i.e. anomalies. In the baseline setting, the student is
only exposed to a modicum of high-loss examples during the training. Thus,
during evaluation in addition to checking the detection performance, we check
the ability of the student to correctly reproduce the scores on anomalous sam-
ples as well. We quantify this ability by comparing the distance between the loss
distribution of the teacher and student using Wasserstein distance [11], also
referred to as Earth Mover’s Distance (EMD).

2.2 Co-learning of teacher and student

We explore simultaneous learning of models and refer to it as co-learning. The
teacher model’s outputs are used as soft targets for the student model. We
minimize a joint of teacher reconstruction loss and student distillation loss.
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2.3 Outlier Exposure

To expose the student to samples that have different data distribution than the
inlier class, we use the events of the MNIST dataset as outliers for the teacher
trained on Fashion-MNIST and the other way around. This is the situation that
is possible in real-life experiments when anomalous examples are not available
but some other unrelated dataset is at hand. After training the teacher on
a normal digit, we train the student on the blend of the normal digit and
some additional samples from this different, unrelated dataset. This strategy
is inspired by [12] and we refer to it as outlier exposure. Outlier exposure is a
wildly used in the anomaly detection field both by scholars and practitioners.

2.4 Denoising as Outlier Exposure

Another way of outlier exposure we experiment on is noise addition. Denoising
is often used to help generalization and it was previously used for KD [13]. We
apply mnoise only to the student training set only: x + ¢ x N(0,1). By being
exposed to noisy data, we hope the students can better match the outlier dis-
tribution. Unlike the method proposed above, the outlier exposure with noised
samples does not require any additional dataset. We use a noise factor of € = 0.1.

3 Experimental Results

We evaluate the performance of compressed models using ROC-AUC and EMD
as evaluation metrics on a balanced 2000-sample test set, i.e. containing 1000
anomalies. We compare the performance of student models with that of the
teacher and analyze the trade-off between the model size and performance.
The problem of anomaly detection and its compression is very problem-specific
and architecture-specific. That is why we choose to repeat our experiments
on multiple architectures and use each out of 10 available settings, i.e. different
inlier classes. This yields over 500 trained models and corresponding evaluations.
To discover trends we summarize our results and findings below.

We first train the baseline, i.e. an offline learning setup where teacher training
is done before student learning. We then attempt co-learning and the results
on average improve, both in terms of ROC-AUC and EMD. Therefore for the
subsequent studies, we also use the co-learning setup. Next, we attempt to
perform an outlier exposure outlined in Section 2.3. This improves the results
further, especially the distribution distance. This is expected since student
models can learn from out-of-distribution datasets. Finally, we find out that
noise injection, see Section 2.4, is a double edge sword. Despite the reduction of
the outlier distribution distance, this setting simultaneously increases the inlier
distribution distance and results in overall decreased sensitivity to anomalies.

The ratio of ROC-AUC and EMD is presented for all student models in
Fig. 2. The results are averaged between all 10 experiments and we observe a
general trend: the performance of the student models increases with the num-
ber of parameters and the outlier EMD decreases. Besides higher capacity, the
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capacity gap decreases which was shown to degrade knowledge transfer [14].
This is seen in the results obtained with the MNIST dataset. However, results
obtained on the Fashion-MNIST are too noisy to be interpreted. Another obser-
vation is that the co-learning together with outlier exposure produces on average
the best results, both in terms of ROC-AUC and EMD.
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Fig. 2: On the top are ROC-AUC ratios and on the bottom are distances be-
tween the student and the teacher model obtained on the MNIST (left) and
Fashion-MNIST (right) datasets. The results are compared between four dif-
ferent approaches: naive KD with loss regression (green), co-learning of the
teacher and student (pink), co-learning with additional outlier exposure (blue)
and co-learning with noise outlier exposure (yellow).

The results demonstrate the effectiveness of the proposed approach for com-
pressing unsupervised anomaly detectors using KD. Compressed models achieved
significant reductions in model size while maintaining high detection sensitivity.

4 Conclusions

In this paper, we proposed a novel technique for compressing an unsupervised
anomaly detector into a small, deployable model using KD. Our approach lever-
ages the knowledge of a larger teacher model to train a smaller student model,
effectively reducing the model size and complexity without sacrificing perfor-
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mance. We validated our approach on two widely used datasets, MNIST and
Fashion-MNIST, and demonstrated that student models achieved comparable
performance to their larger counterparts while significantly reducing the model
size and memory footprint. We also discussed the impact of outlier exposure.
Although we identified several general trends in our results, we must stress
that the results will always be dataset and architecture dependent. In future
work, we plan to investigate the applicability of our approach to application-
specific use cases. We also plan to evaluate the performance of our compressed
models on other evaluation metrics, such as computational efficiency and energy
consumption, to further validate the practicality of our approach.
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