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Abstract. With growing environmental awareness, power generation
from wind and other renewable sources is becoming increasingly impor-
tant. Accurate short-term predictions of wind turbine power are needed
to keep the grid stable and secure. This paper investigates the use of
ETSformer, a time series approach based on the transformer architecture,
for wind power prediction. ETSformer incorporates exponential smooth-
ing principles and introduces mechanisms such as exponential smoothing
attention and frequency attention to improve accuracy, efficiency and in-
terpretability. This study compares ETSformer and LSTM on a sample
dataset of a wind farm and its surrounding sites within a three kilome-
ter radius from the Wind Integration National Dataset Toolkit with five
minute interval measurements. The investigation shows promising results
and improvements of ETSformer in ultra-short and short-term wind power
prediction.

1 Introduction

Wind, solar and other renewable energy sources are seen as important in the fight
against climate change. According to the Global Wind Report 2022, installed
wind power capacity has grown rapidly in recent years to 837 GW worldwide
[1]. Due to the intermittency and variability of wind power, short-term wind
power forecasting is necessary to keep the grid safe and stable when integrating
wind power. Wind power prediction based on time series data plays an important
role in developing a more accurate alternative to short-term weather simulations.
Previous work has focused on machine learning (ML) methods such as support
vector regression (SVR) or long short-term memory (LSTM). Transformer ar-
chitectures, which belong to the deep learning (DL) methods, have attracted
attention due to their promising performance in Natural Language Processing
(NLP) and are already being used in other fields outside NLP.

This paper focuses on transformers, in particular the ETSformer by Woo
et al. [2], which extends the standard transformer architecture to improve its
performance for time series and long term forecasts. The aim of this paper is to
evaluate the use of the ETSformer in the field of wind power forecasting. The
paper is structured as follows Section 2 gives a brief overview of related work.
The wind data set based on the experimental analysis is presented in Section 3.
Section 4 presents the ETSformer architecture, which is applied to the wind
prediction problem in Section 5. The paper ends with a conclusion in Section 6.
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2 Related Work

Woon et al.[3] demonstrate LSTM’s effectiveness in short-term wind energy fore-
casts using spatio-temporal information. Their approach shows significant im-
provements over state-of-the-art algorithms. Chen et al. [4] proposed a combined
LSTM-CNN network to predict wind power for multiple turbines. Their method
has separate LSTM modules for each turbine, with the output fed into a matrix.
A convolutional neural network (CNN) then captures spatial features and gen-
erates final predictions. Peng et al. [5] proposed a three-step multi-integration
algorithm combining DL and ensemble learning. They use variational mode de-
composition (VMD) and wavelet transform (WT) to decompose original data
and construct sub-models with stacked denoising autoencoder (SDAE), LSTM,
and bidirectional long short-term memory (BLSTM). support vector machine
(SVM) and other networks are applied to sub-models for final predictions. Qu
et al. [6] evaluated a standard transformer model for wind power prediction
based on NLP success. Grigsby et al. [7] developed the Spacetimeformer, con-
sidering spatial and temporal information using a transformer architecture.

3 Wind Power Dataset

The Wind Integration National Dataset (WIND) Toolkit contains the calculated
turbine output for more than 126,000 sites in the continental US from 2007 to
2013. The power dataset was created using hub wind data at a height of 100
meters and site-matched turbine power curves. The data was measured every
five minutes, resulting in 631,086 available wind power measurements for each
site [8].

Using the haversine distance, the neighboring wind turbines within a three
kilometer radius of the target turbine with ID 17423 are determined. The eight
neighboring wind turbines define together with the target turbine the Cheyenne
wind farm, which were previously used in [3].
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(a) Target wind turbine - 3 days
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(b) Target wind turbine - 2 weeks

Fig. 1: Extracts of the time series of the target wind turbine
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Figure 1 shows extracts of the target wind turbine time series for a period
of three days and two weeks. It shows that the wind power time series contains
noise as well as periods of more and less wind power, which occur without any
apparent periodicity in this short extract.

Before feeding the dataset into the ETSformer, we conducted a thorough
data analysis. There are no missing values in the dataset. For illustration the
decomposition of the time series of the target wind turbine for May 2007 was
performed. It shows no trend as there is no decreasing or increasing trend in the
level of the time series. Due to recurring fluctuations it can be concluded that
there is a seasonal value. The residuals are distributed around the expected
value of 0. According to the Augmented Dickey-Fuller (ADF) test, the time
series is stationary. The result of the ADF test seems surprising, since the data
show some seasonality according to the time series decomposition. However, the
critical values indicate that the null hypothesis can be rejected with a significance
level of less than one percent, i.e. there is a low probability that the result is a
statistical coincidence.

4 ETSformer

Woo et al. [2] proposed ETSformer, a transformer variant for time series predic-
tion that takes advantage of time series decomposition and exponential smooth-
ing to improve transformer models for time-series forecasting. For this purpose,
two attention mechanisms exponential smoothing attention (ESA) and frequency
attention (FA) are developed to replace the orginal self-attention mechanism.
The result is a DL model that generates forecasts with level, growth and sea-
sonal components that can be analyzed.

Figure 2 shows the overall encoder-decoder architecture of the ETSformer.
In each encoder layer the seasonal component is determined by FA and the

growth component by multi-head ESA for more granular extrapolation. The
seasonal component shows periodic fluctuations, while the growth and level com-
ponent show the current level of the time series. The level is calculated in the
level layer. In contrast to other approaches, residual learning is used within the
ETSformer encoder, so each further encoder layer gets the residual of the pre-
vious encoder layer as input. Each decoder layer includes a growth and season
(G+S) stack. Growth damping (GD) and FA in every G+S stack are processed
to predict the season and growth component using its extracted components.
The level component is predicted in the level stack. Finally, the extrapolated
seasonal, growth and level components are combined in the decoder to produce
a final forecast.

5 Experiments

For the input data, the wind power measurements of the target turbine and the
eight neighboring turbines from 2007 to 2008 are concatenated. In this way, a
multivariate data set of wind power is created by presenting the wind power
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Fig. 2: ETSformer model architecture (oriented to [2])

data of a single wind turbine in chronological order in each column. The data is
divided into training, test and validation data sets with a split of 70:20:10 and
is pre-processed in the ETSformer by standardizing the features and dividing it
into different batches. The time dependency is taken into account when dividing
the data, i.e. the first 70 percent of the data set is used for training and the
remaining part of the data set is used for validating and testing. The mean
squared error (MSE) is used as the loss function and Adam as the optimiza-
tion algorithm. Grid search was used to find optimal hyperparameters for the
transformer architecture.

For the model, inspired by the original ETSformer paper, a small selection
of hyperparameters were tested: sequence length sl ∈ {24, 36, 48, 60, 96, 192,
336, 720}; prediction length pl ∈ {24, 36, 48, 60, 96, 192, 336, 720}; number
of frequencies of the fourier bases within the FA K ∈ {0, 1, 2, 3} and learning
rate lr ∈ {0.001, 0.00001}. The learning rate was chosen on the basis of a few
experiments. Further parameter choices are number of encoders and decoder
layer N = 2 and number of attention heads h = 8, while other adjustable
parameters were left at their original values.

Table 1 shows the comparison between ETSformer and LSTM with different
sequence and prediction lengths in terms of mean absolute error (MAE) and
MSE. For the ETSformer the parameters that led to the best results were listed.
The best MSE results are shown in italics, the best MAE results in bold.
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ETSformer
sl 192 192 720 720 336 720 720 720
pl 24 36 48 60 96 192 336 720
K 0 0 1 0 1 0 0 2
lr 0.001 0.001 0.001 0.001 0.001 0.001 0.001 0.001

MAE 0.253 0.314 0.406 0.413 0.511 0.660 0.725 0.768
MSE 0.166 0.237 0.321 0.358 0.480 0.694 0.772 0.830

LSTM
MAE 0.264 0.314 0.386 0.432 0.525 0.698 0.784 0.940
MSE 0.162 0.226 0.304 0.354 0.475 0.715 0.829 1.098

Table 1: Comparison the between ETSformer and LSTM for different sequence
and prediction lengths on the test wind dataset.

In the very short term (0-4 hours) ETSformer shows comparable performance
to LSTM. However, for short-term predictions (from four hours to several days),
ETSformer outperforms LSTM. Interestingly, we observed that the accuracy of
the predictions increases as the prediction length decreases. It is worth noting
that the most effective models are characterized by a sequence length that is
significantly larger than their prediction length.
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Fig. 3: Plot of actual wind data and (a) ETSformer versus (b) LSTM prediction
for an exemplary interval

Figure 3 shows a plot of actual wind data and (a) ETSformer prediction
versus (b) LSTM prediction. ETSformer assumes the curves of the original time
series, but shows difficulties in predicting the extremes. LSTM uses less of the
original time series curves and remains approximately on a par.
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6 Conclusions

The results presented show significant improvements over previously used ma-
chine learning methods. The ETSformer has demonstrated its ability to predict
ultra-short and short-term wind power data with high accuracy. These results
are particularly noteworthy as they show that ETSformer not only matches the
performance of LSTM for ultra-short-term predictions, but also outperforms the
LSTM for short-term predictions.

Future work can build on these promising results by further refining and
extending ETSformer and its hyperparameters to optimize its performance for
wind power data. We plan to further improve the accuracy and reliability of wind
power prediction models, ultimately contributing to the efficient integration of
renewable energy sources into the power grid.
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