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Abstract. Categorical features are a challenge for most machine learn-
ing algorithms that only accept numerical vectors in input. However, the
emergence of graph neural networks is revolutionizing the application of
machine learning models to traditional data sets. This is thanks to the pos-
sibility of introducing graph relationships amongst features and samples.
In this contribution, we describe an algorithm leveraging the assignment
matrix of a DiffPool graph neural network to calculate embeddings for cat-
egorical features, using as an adjacency matrix the co-occurrence matrix
between the categorical values and as nodes feature the one hot encoded
categorical values. We show that the algorithm proposed is scalable and
presents a competitive performance in three publicly available data sets
presenting both numerical and categorical values.

1 Introduction

Graph neural networks (GNNs), introduced in [1, 2] are quickly finding appli-
cations in standard machine learning tasks, as researchers finds new ways to
represent tabular data in graphical structures. It is common to see categori-
cal features in data sets. Categorical features represent finite discrete values,
which can be textual or numeric, for example a country code (7317, 786”7, ”61”)
or an economic status ("low income”,”middle income”, ”high income”), with
a further possible subdivision of the features into ordinal and nominal. Most
ML algorithms require numerical features in input. Therefore, it is essential to
transform the categorical features into numerical features so that algorithms can
leverage the information included in these features. There are many approaches
being used to convert the categories numerically and extract the relationship
and semantic amongst categories [3]. There are several terms to refer to these
techniques, such as ”embeddings” [4] ,”distribution representation” [5] or simply
”encoding” approaches [6]. A recent survey [7] has discussed the current existing
techniques to deal with categorical features in a ML context, including solutions
involving Word2Vec [8] and transfer learning with transformer models [9].

The main contribution of this paper is to present a new algorithm to extract
categorical features embeddings by means of the Differential Pooling (DIFF-
Pool) GNN clustering algorithm [10] leveraging on the co-occurrence matrix of
the categorical features values. DIFFPool identifies an assignment matrix that
effectively reshapes the adjacency matrix of the original problem, by grouping
nodes in super concepts. Other works have used DIFFPool features to perform
classification tasks: the contribution in [11] proposes an approach called FPool,
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which is an improvement on the basic method adopted in DIFFPool to extract
the powerful features for the downwards classification task; the contribution
presented in [12] uses graph embeddings calculated with DIFFPool to detect
controversy in text; the contribution presented in [13] uses multiple channels of
DIFFPool to extract multiple node clusters to increase the classification perfor-
mance of the GNN. With respect to such works, this contribution differs as it
focuses on using the assignment matrix of DIFFPool to extract embeddings from
categorical data, rather than focusing on optimizing the classification task.

The rest of this paper is organized as follows: Section 2 discusses the data
used for the experimentation; Section 3 discusses the techniques and main algo-
rithm sued in this work; Section 4 evaluates the results of the experimentation;
Section 5 concludes this contribution discussing relevant future research direc-
tions.

2 Data

This Section discusses the data sets used in this contribution and the number of
categorical variables available in such data sets. Three UCI data sets [14] were
used for the experimentation.

Banking Data Set: we chose the Portuguese banking institution relational data
from the the UCI repository, denoted as Dy in this study. The data was collected
from 41,188 bank clients from May 2008 to November 2010 and published in
February 2012. The original authors of the data set performed pre-processing,
resulting in a data set comprised of 10 categorical features that exhibit both
ordinal and nominal properties, as well as 10 numerical features. The goal is to
classify whether a client will subscribe to a bank term deposit or not.

Adult Income Data Set: this data set was extracted from the census bureau
database in the United States from the UCI repository, denoted as Dy in this
study. It contains both continuous and categorical features. There are, in total,
48842 instances and 14 input features, including 6 continuous features and 8
ordinal and nominal categorical features. The target variable indicates whether
a person earns over 50,000 USD per year.

Census Income Data Set: this data set comprises census data that has been
weighted and extracted from the Current Population Surveys conducted by the
U.S. Census Bureau in 1994 and 1995, denoted as Dj in this study. It consists
of 199,533 instances and includes 41 demographic and employment-related fea-
tures, of which 9 are continuous, 1 is a date-time feature, and 31 are categorical
features. Notably, the target variable in Dj is used to indicate total person
income, which differs from the target variable in D, that indicates adjusted
gross income. Thus, D3 behaves differently from the original Adult dataset with
respect to the target variable.
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Fig. 1: Forward Pass of the embedding network based on DIFFPool model, using an
autoencoder approach where we learn to reconstruct the adjacency matrix.

3 Methods

This Section discusses the main methods used in this contribution, focusing on
the main algorithm to extract embeddings from categorical data, and discussing
the baseline algorithms for the comparison performed in Section 4.

3.1 Graph Neural Networks and Differential Pooling

A graph convolutional neural network layer performs the following operation:
X+ — (ﬁ—1/2Ab—1/2X(l)W(l))

Assume the given graph has n nodes at layer [ and each node is represented
by a d dimensional vector. Then X() € R"* is a node feature matrix (or
embeddings). W € R4 is the weight parameters with which we transform
the input features into messages (X WW®). To the adjacency matrix A € R**",
we add the identity matrix so that each node sends its own message also to itself:
A = A+1 € R™™, Finally, to take the average instead of summing, we calculate
the matrix D € R"*" which is a diagonal matrix with d; ; denoting the number
of neighbors node i has, o represents an arbitrary activation function.

Differential pooling is a graph pooling algorithm that, given a graph in input,
in terms of an X matrix of node embeddings (one vector per node), and an
adjacency matrix A, can calculate a soft assignment S € R™*™ and the new
node embeddings Z € R"*? that aggregates the nodes of the graph to super-
nodes according to the following mappings where m < n :

X'=50" 20 R (1)
Al =50 A°S% € R (2)

Where the coefficients of the matrix S are learned by backpropagation, with
S having precisely one row per node in input and a number of columns defined
as a design parameter. Algorithm 1 illustrates the pseudocode to calculate em-
beddings for the categorical values of a data set, by means of an AutoDIFFPool
network as illustrated in Fig. 1. The A, matrix is a square matrix A, € R™*"
where NNV is the amount of categorical values in the data set. Such a matrix is cal-
culated by counting the co-occurrence of the pairs of categorical values and then
normalizing the final result. We then use this matrix as an adjacency matrix
between the categorical feature values, treated as node in a graph.
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Algorithm 1 Categorical Graph Embeddings

Require: Data set D, with D, being the subset of categorical columns in D
Require: AutoDIFFPool an autoencoder with DIFFPool operators
Ensure: C as the set of categorical values in D. of cardinality n
Ensure: S a randomly initialized matrix in R™*™, with m < n
A. < Compute count of each pair (¢, ¢;),4 # j, ci,c; € C, appearing in D,
Ac + normalize(A,)
for i € [0, Epochs] do
b'e < One-hot encode values in C
S, A + AutoDIFFPool(A., X) with A, as the target
error « ||A — Acl2
backpropagate(AutoDIFF Pool, error)
end for

return S

AutoDIFFPool neural network calculates the matrix of soft assignments S
that assigns each of the categorical values to a set of super nodes. In this
case we treat the super nodes as being the effective embeddings representing
each of the categories. Each of the items in a data set may still have multiple
categorical values. As a consequence we concatenate each of the embeddings in
vectorial format to be able to apply machine learning methods. The network is
trained to reconstruct the co-occurrence adjacency matrix in input, following an
autoencoder schema, with a loss specified in terms of the I3 norm between the
adjacency matrix A, in input and the predicted matrix A.

3.2 Baseline methods

For the purpose of performing a comparison with available methods to deal with
categorical variables, we selected a subset of techniques from [7] and included
the Node2Vec technique [15] based on random walks to perform a comparison
with the embeddings calculated with the AutoDIFFPool network. The following
techniques were therefore selected: label encoding, one hot encoding, Word2vec
using a concatenation of the embeddings, Node2Vec technique applied on the
normalized co-occurrence matrix and then concatenating the embeddings.

4 Results

This Section discusses the results concerning the comparison of the embeddings
calculated by means of the soft assignment proposed by the DIFFPool autoen-
coding network discussed in the previous Section and the baseline methods. The
DIFFPool network has hidden dimension fixed to 64 neurons in each of the hid-
den layers. For each of the methods that produce categorical embeddings, we
performed a linear parameters search with step 10 in the range between dimen-
sion 10 and 50, discovering that in D1, D2, D3, the best results are obtained
with embeddings of dimension 30. The Node2Vec algorithm has also parame-
ters concerning the number of walks, for which we used a step of 50 between 50
and 300 walks, discovering that Node2Vec performance saturates at 200 walks.
We kept fixed to default values the parameters of Node2Vec that regulate the
random walks. Table 1 shows a summary in terms of F1, Precision Recall and
AUC of each of the algorithm employed in this paper in the selected data sets,
using logistic regression as the classifier.
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D1 Data Set

Classifier Accuracy | Precision | Recall F1.score | ROC_AUC
OHE 0.90 0.79 0.66 0.70 0.917
LE 0.90 0.79 0.65 0.75 0.892
WwWa2v 0.91 0.79 0.67 0.71 0.917
N2V 0.91 0.79 0.67 0.71 0.917
GCE 0.91 0.81 0.70 0.74 0.937
D2 Data Set
Classi A Y P isi Recall | F1l.score | ROC_AUC
OHE 0.84 0.79 0.76 0.78 0.899
LE 0.81 0.77 0.69 0.55 0.849
W2V 0.84 0.80 0.75 0.77 0.895
N2V 0.83 0.78 0.71 0.74 0.887
GCE 0.85 0.81 0.76 0.78 0.902
D3 Data Set
Classifier Accuracy Precision Recall F1_score ROC_AUC
OHE 0.95 0.82 0.65 0.70 0.933
LE 0.95 0.84 0.59 0.63 0.909
Wa2v 0.95 0.82 0.64 0.69 0.934
N2V 0.95 0.83 0.61 0.66 0.927
GCE 0.95 0.82 0.64 0.69 0.934

Table 1: Macro average performance metrics of binary classifiers Using the proposed
categorical embeddings in data sets D1, D2 and D3. The algorithm used to classify
the data is logistic regression. The best area under the roc curve (ROC_AUC) results
are highlighted in bold and are underlined if they are statistically significant (pvalue <
0.05), with respect to a 5 fold paired t-test.

The evaluation above shows both the advantages and limits of graph cat-
egorical embeddings (GCE). GCE performs better than Word2Vec in D1 and
D2, while in D3 it performs like Word2Vec. The Word2Vec algorithm implicitly
learns the context of the categorical features and their co-occurrence by means
of the CBOW (or Skipgram) procedure. What GCE can manage to do more
than Word2Vec is to consider neighbours at a deeper distance than one hop in
the co-occurrence matrix. The reason why the performance of GCE converges to
that of Word2Vec in D3 is due to the fact that such a data set has many more
categorical features and values than D1 and D2 with a sparser co-occurrence
matrix that reduces the effectiveness of GCE. The use of a directed graph could
improve the behaviour of GCE in cases in which the co-occurrence matrix is
insufficient to model the relationship between categorical attributes. It is neces-
sary to mention that Node2Vec does not perform as well as Word2Vec or GCE
in the three selected data sets, despite being based on the same co-occurrence
matrix used with GCE. This may happen because Node2Vec embeddings try
to approximate the neighbourhood at many multiple hops, that, with sparse
co-occurrence matrices may introduce noise in the final calculated embeddings.
Fine tuning the parameters of Node2Vec walks may allow to achieve better re-
sults, but the required search of parameters is not pratical if comparared with
Word2Vec or GCE.

5 Conclusion and Future Work

This paper presented an approach to leverage the strong inductive bias of GNNs
towards the definition of categorical embeddings, calculated through the soft
assignment of the DIFFPool algorithm applied to the normalized co-occurence
matrix of the categorical features, used as an adjacency matrix.

Future works imply the definition of different approaches towards calculating
the adjacency matrix, as certain categorical features may be reduntant and not
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define an interesting neighbourhood for DIFFPool. In addition, further informa-
tion concerning the categories could be inputed to the autoencoder architecture
to further bias the embeddings, such as for example information concerning the
relationships between the categorical values and the target.
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