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Abstract. In recent years, machine learning has become the most ef-
fective way to analyze massive data streams. However, machine learning
is also subject to security and reliability issues. These aspects require
machine learning to be thoroughly tested before being deployed in unsu-
pervised scenarios, such as services intended for consumers. The goal of
this session is to discuss open challenges, both theoretical and practical,
related to the security and safety of machine learning. The session will
try to address the following challenges: (i) the implementation of efficient
tests for Machine Learning in the context of robustness to attacks and
natural drifts of data; and (ii) the design of robust and efficient models
able to function in the wild and mitigate or detect adversarial attacks.

1 Context

Machine learning (ML) has rapidly transformed various industries, from power-
ing recommendation systems to driving autonomous vehicles. As ML adoption
grows, so does the need for rigorous evaluation and trustworthiness of ML mod-
els. In the last years, these models have been rapidly increasing in size and
complexity, as well as the amount of data used for their training. This demands
for testing techniques able to effectively cover the attack surface of these systems
and properly test the resilience of ML to unseen and undesirable attacks [1]. To
address this open problem, we formulate the following research challenge:

Research Challenge 1 Implementation of efficient tests for Machine Learn-
ing in the context of robustness to attacks and natural drifts of data.

In addition, it is crucial that ML algorithms consider both high technical
and functional standards but also additional trustworthy requirements. These
models have to be trustworthy in terms of attacks that can come from the misuse
of the models and in the meanwhile take into account societal and individual
values and principles that significantly impact people’s lives, such as ethical
concerns. This mandates the design of ML algorithms that we can trust, leading
to our second research challenge:

Research Challenge 2 Design of robust and efficient models able to func-
tion in the wild and mitigate or detect adversarial attacks.
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Both of these challenges need to be considered from different perspectives in
order to improve the current state of ML trustworthiness, in particular when it
is used in risk-related scenarios. In fact, in the coming years, there will be an
arms race to verify these systems’ proper functioning and regulation. Already,
we are beginning to see the first effects of these trends with the appearance of
the AI Act and several attempts to legislate the interaction between AI and its
users. To this end, trustworthy ML requirements are fundamental criteria that
ensure the reliability and responsible deployment of machine learning systems.
First, accuracy refers to the ability of an ML model to make precise predictions
and minimize errors, instilling confidence in its outputs. However, accuracy only
ensured the quality of the outputs in controlled testing scenarios, where data is
not affected by noise or perturbations injected by attackers. Robustness en-
sures the model’s resilience to both adversarial attacks and unexpected inputs,
strengthening its performance in real-world scenarios. Adversarial robustness
ensures the model is controlled even in the presence of worst-case perturba-
tions [2, 3]. Beyond these attacks, ML models should also be robust to natural
drift of data, i.e., to the gradual changes in the input data distribution over
time that is common in dynamic real-world environments. Fairness emphasizes
the equitable treatment of different groups and demographics, guarding against
biased outcomes and social discrimination [4]. Lastly, privacy safeguards the
sensitive data used in ML training [5], preventing unauthorized access and pro-
tecting individuals’ confidential information as well as the provider’s ownership
of the ML models [6]. Embracing these trustworthy ML requirements is key to
building ethical, accountable, and dependable AI systems that benefit society
and foster public trust in machine learning technology.

Finally, as all these topics are investigated in research, we remark on the
importance of applying these advancements to real-world use cases, such as
medical applications, where ML reliability and safety are paramount.

2 State of the Art

In this section, we review the state-of-the-art progress in ensuring the trust-
worthiness and robustness of ML systems, focusing on the most relevant key
requirements just described and highlighting gaps and limitations that still re-
main to be addressed in this field.

Robustness and Uncertainty Estimation Testing the robustness of ML
models against attackers is useful for knowing the models’ limitations in advance
and apply mitigations, such as specific training techniques to make models learn
robust features. Robustness testing involves evaluating how well models perform
under challenging conditions caused by well-crafted adversarial attacks [1, 2, 3].
Several algorithms have been proposed to craft adversarial attacks [7, 8, 9], pri-
marily leveraging gradient descent to optimize over specific loss functions. How-
ever, proper tuning of these algorithms is not easy and has led to sub-optimal
and over-optimistic robustness evaluations that have been later shown to be bro-
ken [10, 11]. This is due to the wide search space of the hyperparameters that

114

ESANN 2023 proceedings, European Symposium on Artificial Neural Networks, Computational  Intelligence and 
Machine Learning.  Bruges (Belgium) and online event, 4-6 October 2023, i6doc.com publ., ISBN 978-2-87587-088-9. 
Available from http://www.i6doc.com/en/.



influence the descent. Properly configuring these attacks remains a challenging
open problem. Additionally, uncertainty estimation is an important aspect in
both robustness to adversarial attacks and natural drifts of data [12]. Tech-
niques such as Monte Carlo Dropout, Bayesian neural networks, and ensemble
methods provide valuable insights into the model’s confidence in its predictions.
These techniques help models deal with out-of-distribution data, make informed
decisions under uncertainty, and improve safety in critical applications. Uncer-
tainty estimation may be useful in detecting adversarial examples [13], adapting
models to changing environments [14], and facilitating robust model selection
through ensemble techniques [15].

Data and Model Preservation Preserving user privacy and sensitive data
in ML systems has emerged as a critical concern [16]. The main concern by
far is not giving access to those not authorized to read the data in the ML
pipeline, preventing unauthorized access and data breaches. In the general case
of ML, data is commonly intended as the information used to train the model.
Privacy preservation techniques, like differential privacy [17], aim to protect
sensitive individual data by adding noise to the training process, ensuring that
the model does not memorize specific data points. Federated learning [5], on the
other hand, allows multiple parties to train a global model while keeping their
data decentralized collaboratively, thus avoiding the need to share raw data and
promoting privacy. However, in this context, what we call data also includes
the model itself, whose internals should be protected to avoid financial loss (as
designing and training the model has a non-negligible cost) and information
spilling due to potential misuse of the stolen models. ML is indeed not immune
to model-stealing attacks [6], where adversaries attempt to reverse-engineer and
replicate trained models by extracting information through targeted queries.
To mitigate this risk, researchers are exploring novel defenses to enhance the
robustness of ML models against such attacks, as well as efficient attacks to test
these defenses proactively.

3 The contributions of the ESANN special session

A total of five contributions were accepted in the special session. The contribu-
tions tackle both RC 1 and RC 2.

Testing ML models (RC 1). Developing efficient and reliable tests for ro-
bustness to attacks and natural drifts of data is essential to ensure the reliability
and resilience of machine learning models. Adversarial attacks and changes in
data distribution can lead to degraded performance and potential vulnerabilities.
Addressing this challenge involves advancing techniques for adversarial testing,
stress testing, and domain adaptation evaluation. Efficient testing procedures
will enable practitioners to assess model performance under different scenarios,
making models better equipped to handle real-world challenges. The follow-
ing contributions were proposed to enhance the field of efficient testing for the
security of ML:
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• In Improving Fast Minimum-Norm Attacks with Hyperparameter Opti-
mization [18], the authors present a framework to automate the search
of a good attack configuration over a defined space of hyperparameter
choices. Specifically, they search through meta-optimization for the best-
performing loss function, optimizer, and step-size scheduler to launch an
effective attack. This raises the level of automation at which engineers can
work, enabling more effective robustness evaluations of ML models.

• In On the Limitations of Model Stealing with Uncertainty Quantification
Models [19], the authors use uncertainty quantification within the setting
of model stealing attacks, trying to improve the attack effectiveness by
generating multiple possible networks and combining them to improve the
quality of the stolen model. The authors find that the considered models
only lead to marginal improvements in terms of fidelity to the stolen model.

Designing robust models (RC 2). Designing models that can function ef-
fectively in the wild and detect/mitigate adversarial attacks is a fundamental
challenge. Researchers are exploring various avenues, including robust training,
attack detection, and security protocols. These approaches reinforce models
against adversarial manipulations or privacy attacks and improve their gen-
eralization capabilities. Additionally, advancements in uncertainty estimation
contribute to the creation of more robust and reliable models capable of mak-
ing well-calibrated predictions and detecting uncertain inputs. The following
contributions were proposed to improve the design of ML algorithms toward
secure-by-design and resilient models:

• In Towards Randomized Algorithms and Models that We Can Trust: a
Theoretical Perspective [20], the authors propose a formal framework that
incorporates both functional (accuracy, non-regressivity) and ethical (fair-
ness, explainability) properties. Using their framework, the authors focus
on Randomized Models and Randomized Algorithms to optimize these
metrics jointly when training the models.

• In Secure Federated Learning with Kernel Affine Hull Machines [21], the
authors propose an accurate and computationally-efficient federated learn-
ing architecture to achieve privacy preservation of the involved parties.
They propose to enhance security in federated learning through a global
classifier that handles local predictions from multiple parties (local classi-
fiers) based on kernel-based affine machines.

• In Single-pass uncertainty estimation with layer ensembling for regression:
application to proton therapy dose prediction for head and neck cancer [22],
the authors present an efficient uncertainty quantification method for ma-
chine learning and use it for a medical use case. The method is based on
Layer Ensembles and is competitive with state-of-the-art methods such as
Monte Carlo Dropout while being much faster. Although this topic is not
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strictly related to machine learning robustness, it is of particular interest
for favoring the trustworthiness of these systems, especially when used to
take risk-related decisions such as in the medical domain.

4 Conclusions

By tackling these challenges, the machine learning community can significantly
improve the trustworthiness of ML models and systems. Efficient testing for
robustness ensures that models perform well under diverse conditions, while the
design of robust and efficient models equips AI systems to withstand adversarial
attacks and maintain reliable performance in dynamic environments. Emphasiz-
ing these advancements fosters the development of responsible and dependable
AI technologies that positively impact various domains and favors greater con-
fidence in machine learning applications.
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