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Abstract. Knowledge graph link prediction has been researched for
many years. With the steady development of data, the demand for missing
link prediction in knowledge bases is growing. In this study, we propose
FouriER, a model using Fourier transforms integrated into MetaFormer
architecture to learn features from embeddings better but more compu-
tationally cost-effective than the self-attention mechanism in Transformer
models. Furthermore, we transform embeddings to a 2D form and stack
them that benefit the model in learning interactions between entities and
relations more efficiently. As a result, we found that our model outper-
formed baseline models on two benchmark datasets in our experiments.

1 Introduction

A knowledge graph is a form of knowledge base that consists of entities and
relations that represent the real world as triples, with each triple consisting of a
subject, relation, and object. They have several uses that benefit daily living, like
as search engines and recommendation systems. However, the current knowledge
graphs all have the same problem: missing relationships. To address this issue,
adding missing connections to knowledge graphs makes them more meaningful;
covering more relationships allows applications to be performed more efficiently.
The task of filling missing links like that is called link prediction. Transformer
models have recently been used in numerous domains, including natural language
processing and computer vision, and they perform well in many tough issues.
As a result, this is a promising direction for link prediction in knowledge graphs.

In this paper, we introduce FouriER, a model based on MetaFormer [I] ar-
chitecture (a general architecture derived from Transformers by omitting the
token mixer) that uses the Fourier Transform as a token mixer to extract essen-
tial features from knowledge graph embeddings, allowing the model to predict
better.

Our main contributions are as follows:

e To the best of our knowledge, our model is the first model to apply a
computer vision model combined with Fourier Transform in link prediction
task to help the model learn relations more effectively.

e The results show that FouriER outperforms the baseline models, indicating
that our approach is more efficient than the baselines.

*This research is supported by the research funding from the Faculty of Information Tech-
nology, University of Science, Ho Chi Minh City, Vietnam.
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2 Related work

Many approaches have been proposed for the link prediction task in the knowl-
edge graph. Translation-based approach, such as TransE, [2] models the relation
as a translation operator from head entity to tail entity. TransR [3] models en-
tities and relations in distinct spaces. Rule-based approach, such as RARL
[], discovers rules in knowledge and uses them to infer missing relationships.
Semantic information-based approach uses semantic information about entities
and relations to define scoring functions for triples. RESCAL [5] uses a ten-
sor product as a scoring function, with entities being vectors and relations be-
ing matrixes that capture the interaction between these entities. DistMult [6]
simplifies RESCAL by using diagonal matrices to represent relations. Neural
network-based approach uses many layers to learn the embedding of triples bet-
ter. R-GCN [7] uses the message-passing framework of the graph convolution
network to aggregate the embedding of neighboring entities and then exploit
them with a decoder such as DistMult. Inheriting ideas from R-GCN, RA-GCN
[8] improves the propagation formula for updating entity or node information
and extracts additional entity and relationship information. ConvE [9] uses con-
volutional and fully connected layers to capture the interaction between entities
and relations. ConvKB [10] represents a triple as a 3-column matrix where each
column vector represents a triple element. By using a convolution layer, feature
vectors representing triples are extracted and used to calculate a score to predict
whether the triple is valid or not. KBGAN [I1] leverages adversarial learning to
provide high-quality negative samples. DMACM [12] uses attention mechanisms
to explore the directional relational characteristics and implicit fine-grained fea-
tures in the triple. In this paper, we leverage MetaFormer [I] architecture and
Fourier transforms to capture information from embedding more effectively.

3 Proposed method

3.1 Problem and notations

A knowledge graph G is formalized as G = {(s,r,0)|(s,0) € &,r € R}, which
is a set of triples. Where £ represents the set of entities, R represents the set
of relations, and s, 7,0 represent the subject, relation, and object, respectively.
Entities and relations are represented by embedding, they are denoted as ey, e,
e, for the embedding of subject, relation and object respectively. The number
of entities and relations is represented by n. and n,, while the dimension of
the embedding vector representing the entity and relationship is symbolized by
d. and d,.. The purpose of the link prediction task is to predict the missing
entity or relation using the triples already present in the knowledge graph. Our
model takes as input a query g where ¢ = (s,7) and makes predictions about
the missing object o for each sample (1-X scoring fashion, in which, the query is
scored against a candidate set of entities instead of all entities).
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Fig. 1: Visualization of transforming 1D embeddings into image-like 2D
embeddings

3.2 Model architecture

In this section, we go over the proposed model in depth. Our model leverages the
strengths of the PoolFormer [I] - a MetaFormer-based architecture with a simple
Pooling layer acting as a token mixer layer, which has been used in computer
vision problems. We combined it with a Fast Fourier Transform (FFT) layer
inspired by FNet [I3] as a token mixer layer, to extract significant features from
knowledge graph embeddings. The overall architecture of our proposed model
is visualized in Fig. 2] while the specific information inside the FouriER block is
illustrated in Fig.

Our model is divided into four major stages, with the output of the previous
stage being downsampled to retain the most crucial features for missing entity
prediction. Each stage has a varied number of FouriER blocks, stages from 1 to
4 have a block number of 4, 4, 12 and 4 respectively.

Query embeddings: We augmented the input data by linearly transform-
ing the embedding vectors from 1D to 2D matrix with the goal of helping our
model learn better entity-to-relation relationships, both of them should have the
same size after being transformed. Then we stack the two embeddings from the
entity and the relation (which can be viewed as transforming into two channels
in the image). Making embedding two-dimensional helps them adapt to the
model’s architecture as well as can help the Channel MLP learn interactions
through stacking entities and relations. Fig. [[l shows how embeddings are fused
and stacked together to be a relational query.

The process of transforming and stacking embedding can be formalized as:

q= (Ps[¢(es)7 ¢(e7‘>] (1)

where ¢(es) = esW, + by and ¢(e,.) = €, W, + b, and @ denotes the stacking
operator. The parameters of the weight matrices and bias vectors are learnt in
the training phase so that embeddings are going to be fit into the model better.
Discrete Fourier Transform (DFT): We use FFT in our implementation
to reduce the computation time of calculating DFT. We use FFT to speed up the
model because FFT has no parameters to be optimized instead of using multi
head attention. Given a sequence {z,|n € [0, N — 1]}, the DFT is defined by:

N-1
Xp=Y ape FF <k <N -1 (2)
n=0
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Fig. 2: Overall architecture of FouriER
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Fig. 3: A FouriER block

FouriER block: The main component consists of an FFT layer to extract
features from embeddings and an MLP layer which is used to capture relation-
ships between channels (entity-relation interactions). There are 2 skip connec-
tions to preserve information that might be lost after going through too many
layers because of the multi-stage architecture of the proposed model.

Scoring function: After passing a forward pass through all of the FouriER
blocks, the result is mapped into the embedding space R% by a linear transfor-
mation. The scoring function can be determined as:

Y(s,r,0) = f(FouriER(q))e, + b, (3)

where ¢ is the query embeddings, f is a nonlinear function, for which we are
currently using ReLLU, e, and b, are the embeddings and translational vector of
candidate objects for projecting results into embedding space, respectively.

Loss function: We choose the standard Binary Cross Entropy (BCE) loss
to train our model. The logits from the scoring function is applied a sigmoid
function and then fed into the loss function together with labels. We also apply
label smoothing to make the model more robust and generalized.

4 Experiments

We have evaluated our model against 2 benchmark datasets: WN18RR [J] and
FB15k-237 [14]. Statistics of benchmark datasets are shown in the Table[[l Our
evaluation metrics are Mean Ranking (MR), Mean Reciprocal Ranking (MRR),
Hits@{1,3,10}. We also apply a uniform negative sampling procedure to produce
more samples, where the set of corrupted triples is: G’ = {(s’,r,0)|(s’ € £\ s) A
(reR)}U{(s,r,0)|(0 € E\o)A(r € R)}. Our model is optimized on the MRR
metric during training with a learning rate of 0.0001, embedding size of 400 and
label smoothing with probability of 0.1.

Results of TransE are adopted from [I0]; DistMult and R-GCN from [9];
others are taken from their original papers. Our model is better than the tradi-
tional model using convolution, ConvE, or modern approaches such as RA-GCN
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Dataset Ne Ny Train Val Test
WNI18RR 40943 11 86835 3034 3134
FB15k-237 14541 237 272115 17535 20466

Table 1: Statistics of benchmark datasets

Model WN18RR FB15k-237

MRR MR H@l H@3 H@10 MRR MR H@l H@3 HQ10
TransE 226 2300 - -~ .501 .294 347 - 465
DistMult 2430 5110.390 .440 .490 .241 254 .155 .263 .419
R-GCN - - - = - 248 — 153 .258 417
ConvE 430 4187.400 .440 .520 .325 244 .237 .356 .501
KBGAN 214 - - - 472 278 - - — 458
DMACM 230 552 - - .540 270 244 - - 440
RARL 360 — 351 — 409 320 - .251 - 491
RA-GCN - - - = - 249 - - - Al7
FouriER (ours) 437 5911 .413 .447 478 .331 219 .242.363.510

Table 2: Our proposed model outperforms baseline models.

Model WNI18RR FB15k-237

MRR MR H@1 H@3 H@l0 MRR MR HQ@l1 H@Q3 H@10
PoolFormer .432 5995 .407 .441 .476 .317 276 .232 .350 .487
FouriER 437 5911 .413 .447 .478 .331 219 .242 .363 .510

Table 3: The full version of our model produces better results.

or DMACM, proving the efficiency of the proposed architecture. Table [2] com-
pares benchmark datasets from various baselines to our model.

Ablation study: We also compare the original PoolFormer model to FouriER
in the link prediction task. The results show that utilizing FouriER with the
addition of FFT improves feature extraction, so that the results on every dataset
are enhanced when compared to the method of employing a simple pooling layer
as a token mixer. Table [B] compares the whole model to the ablated model.

5 Conclusions and future work

In this paper, we propose a novel model based on MetaFormer architecture
and an FFT layer that can help extract more information from embeddings
more efficiently. Our proposed model outperforms the baseline models on two
benchmark datasets, yielding highly positive results. We also conducted an
ablation study to figure out the beneficial effects of the FFT layer to the model.
However, inversed relations have not yielded particularly promising results so
that we intend to improve inversed relation prediction in the future.
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