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Abstract. Non-linear dimensionality reduction techniques offer insights
into complex datasets, yet interpreting them poses challenges. While some
papers provide methods for explaining DR, and others focus on interac-
tively exploring embeddings, there are currently no works that seamlessly
combine both aspects. Our contributions, Insight-SNE, propose an in-
teractive tool that allows exploring t-SNE embeddings and their related
gradient-based explanations, as well as its evaluation with expert users.

1 Introduction

Non-linear Dimensionality Reduction (DR) techniques are widely used for data
exploration. While they enable the visualization of data in two or three dimen-
sions, interpreting them presents challenges due to their non-linearity. However,
their ability to preserve local structure helps to understand low dimensions lo-
cally, revealing intricate patterns and insights within the data.

Different methods exist to explain non-linear DR. Some of them take inspi-
ration from supervised machine learning [1, 2] and tend to generate explanations
in the form of feature importance scores or local approximations of the under-
lying model’s behavior. However, these approaches often fall short of providing
concrete insights, as they merely compute explanations without facilitating their
practical application. Other works focus on letting the user manipulate the DR
graph in order to interpret the data in a more interactive manner. These meth-
ods prioritize user interaction with the DR visualization, allowing for exploration
and discovery. While they offer a more engaging user experience, they lack the
depth of explanatory power found in other methods.

Recently, the first gradient-based method for explaining non-linear DR was
introduced [3]. The idea is inspired by saliency maps for neural networks. While
this work introduces the methodology and the resulting explanation, it lacks
of user experiments to evaluate how they understand those explanations. Fur-
thermore, such explanations are not easy to use in practice, as they need to
be generated depending on what the user is trying to achieve. As such expla-
nations are designed to let the user understand and interpret the data, there
is a need to let them explore efficiently the t-SNE embeddings and their ex-
planations. Thus, this paper introduces Insight-SNE - an interactive tool that
allows exploring t-SNE embeddings and their related gradient-based explana-
tions - and its preliminary evaluation with expert users. Section 2 presents the
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existing approaches for explaining DR and interacting with DR. It also briefly
introduces the gradient-based explanation method used in our tool. Section 3
describes Insight-SNE and how to use it. Section 4 presents the results of a user
evaluation. Finally, Section 5 discusses the outcomes and further works.

2 Related Work

Several works have proposed interpretation techniques for DR. Some focus on
linear DR methods, which are easier to understand because the low-dimensional
data are a linear combination of the high-dimensional data. However, linear
techniques are less effective when dealing with complex data, hence the need
for non-linear DR techniques. While non-linear DR methods produce better
results, they are also more difficult to interpret. Some works have proposed
approaches to generate explanations of their results, with many methods inspired
by supervised machine learning. In [1], Bibal et al. adapted LIME to explain
t-SNE locally by generating instance specific explanations. Since this method
had limitations, Lambert et al. [4] proposed to improve the LIME approach by
providing globally local and fast explanations of t-SNE embeddings. Another
approach is [2] which was inspired by SHAP [5], an explanation method based on
shapley values. While these methods provide ways to generate explanations of
non-linear DR embeddings, they do not provide, by themselves, a way to interact
and better understand those explanations. Another approach to understand
non-linear DR visualizations is to use interactive tools. Some works proposed
interactive exploration tools to interpret non-linear DR. t-viSNE [6] proposes
different techniques to get insights about t-SNE embeddings. In their work,
Stahnke et al. [7] introduced probing projections, an interactive framework for
interpreting arrangements and errors in DR. DMT-EV [8] is an explainable deep
network for DR. Zang et al. [8] provide a visual interface that helps to achieve
better DR performance and explainability. All these methods employ statistical
metrics to offer insights, but they do not generate explanatory outputs.

A novel explanation method for non-linear DR, inspired by saliency maps,
has recently been introduced [3]. This method makes it possible to compute the
derivatives of positions in t-SNE with respect to high-dimensional data. The
resulting gradients provide a local explanation for a specific point within the
embedding in terms of high-dimensional features. The underlying intuition be-
hind these gradients is that they indicate how the point would move if the corre-
sponding feature was changed. This explanation technique is the one used in this
paper by the tool presented in Section 3. The gradients can be visualized in var-
ious ways. Their magnitude can be utilized to rank features by importance. The
vectors can be plotted on the visualization to illustrate how changing features
impacts the points position. Additionally, they can be aggregated to provide
more global insights, even if each explanation is local (instance-specific).
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Fig. 1: Insight-SNE main interface, with (a) its t-SNE visualization, (b) t-SNE
fixed overview, (c) features distribution plot, and (d) features explanation plot.

3 Interactive Explanation of t-SNE Embeddings

This Section details a novel interactive tool, Insight-SNE ∗, designed to manipu-
late t-SNE representations while providing gradient-based explanations from [3].
An overview of its User Interface (UI) can be seen on Figure 1. When first using
Insight-SNE, the user is prompted to choose a dataset and adapts the t-SNE
parameters that best fit their needs. Then, the user is presented with the UI in
Figure 1. It is divided into 4 parts. Part (a) hosts the t-SNE visualization. As
it can be zoomed in and moved, Part (b) presents a fixed overview of the t-SNE
representation. Part (c) shows the average feature distribution plot, illustrating
the average value of each feature among the selected points. Meanwhile, Part
(d) shows the feature importance plot, displaying the features importance (i.e.,
the derivatives of positions in t-SNE computed in [3]) among the selected points.
If no points are selected, all points are considered in both parts. As the user can
manipulate the plot and the explanations, the interface dynamically adjusts to
represent user selection. Figure 2a shows the interface as the user selects a fea-
ture on the feature importance plot. As the UI gets updated, the heatmap reveals
the selected feature’s values across the embedding, with lower values depicted in
yellow and higher values in red. The vectors drawn for each instance represent
their gradient (i.e., the direction the instance would move towards, if its value
for this feature increased) for the selected feature. When selecting a subset of
points through the main plot (Figure 2b), the UI adapts accordingly: both the
feature importance plot and the feature distribution plot change to accurately

∗https://github.com/sady410/tsne interactive explanation
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(a) Selecting a feature. (b) Selecting a subset of points.

Fig. 2: User can select a subset of points with a lasso, and can select a feature
(on the upper-right barplot) to get its corresponding explanations.

reflect features distribution and features importance for the selected subset.

4 Evaluation

As Section 3 introduced a tool aimed to facilitate interpretation of t-SNE embed-
dings through gradient explanations, it is important to evaluate users interests
for such a tool and its usability with potential users. Therefore, this section
describes an evaluation we conducted with 4 t-SNE expert users.

4.1 Participants

Participants were asked to answer three questions in order to assess their knowl-
edge of DR and of t-SNE in particular. Answers to the questions were on a
Likert scale ranging from 1 to 5. To the question “Do you use t-SNE regu-
larly?”, one participant answered 3, two answered 4 and one 5. For the question
“How expert do you consider yourself to be with t-SNE?”, two participants
had an intermediate level (3), one felt somewhat expert (4) and one expert (5).
And to the last question, “Are you familiar with explainability/interpretability
in dimensionality reduction?”, one participant described himself as having an
intermediate knowledge (3), while three felt somewhat expert (4).

4.2 Setup

Study took place with the experiment conductor and each participant separately.
First, Insight-SNE and its gradient-based explanations were presented through
the Iris dataset use case. Then, participants were asked to explore and under-
stand the Zoo Animal† dataset. Experiment conductor let the participant use
the tool as they wish but asked a question if the participant felt stuck in order to
ensure they explored and used all available features. Then, a semi guided inter-
view was held, which aimed at answering the following three questions: Q1) “Do
you find the tool supportive to better understand the t-SNE embeddings?”, Q2)

†https://archive.ics.uci.edu/dataset/111/zoo
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“Are the gradient-based explanations easy to understand?”, Q3) “Is the tool’s
interaction easy to apprehend?”.

4.3 Results

About Q1, all participants agreed that the tool was supportive, and interesting.
p2 had an interesting remark, stating that as humans, we tend to interpret t-SNE
results based on our knowledge of the data, while t-SNE might not have consid-
ered the same aspects. However, p2 and p4 were dubitative on how well the tool
would support understanding a bigger dataset. For Q2, while p1 and p2 found
it hard at first to apprehend the explanations, all of them found that the expla-
nations were easy to use once you get the intuition behind them. Participants
p3 added that the vectors (see Figure 2a) were redundant with the heatmap,
suggesting that he did not fully understand the difference between the two visu-
alizations. For Q3, participants p1, p2 and p4 found the tool had learning curve
a bit hard to apprehend, but was easy to use when getting familiar with it. p3
found it easy to use directly. All agreed that the tool’s user experience could be
improved by improving some minor features currently missing.

5 Conclusion and Further Work

The evaluation presented in Section 4 highlights the interest of users for such a
tool. Indeed, it eases the use of t-SNE and help users to better understand its
embeddings through the different available explanations. While developing ex-
planation methods for DR is a compelling area of research, it is imperative that
these methods are not only effective but also designed to be seamlessly integrated
into tools that end users can readily engage with. Without this integration, the
potential value of these explanations may remain untapped. Therefore, there
is a pressing need to focus not only on the development of explanation meth-
ods themselves but also on designing them to be user-friendly and accessible
within interactive tools. By doing so, end users can truly find value and in-
terest in the interpretability of DR results. While the evaluation demonstrates
promising results, it is important to acknowledge several limitations. The exper-
iment involved expert users, which might bias the findings towards individuals
already familiar with the underlying concepts of t-SNE and its applications.
Consequently, the tool’s effectiveness with novice users remains uncertain and
warrants further investigation. As an expert-oriented tool, users are expected
to grasp the intuition behind the explanations before fully leveraging the tool’s
capabilities. This prerequisite understanding could hinder the tool’s accessibility
to a broader audience. Also, as the tool is currently a prototype, there is room
for enhancing the user experience (UX). Addressing usability issues and refin-
ing the interface based on user feedback could significantly improve the tool’s
usability and UX. Furthermore, when asked about what improvements would
be essential to enhance the tool, users made a few interesting suggestions. One
idea was to arrange the bars in the feature importance plot in descending order,
thereby highlighting the most important features. Another important improve-
ment pertains to the average feature importance plot, which is currently not very
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informative. Displaying the distribution for the selected feature amongst the se-
lected points could be more informative. Other suggestions were to improve
the tool’s comparison ability. When interpreting t-SNE, users typically want
to understand why one cluster differs from another. While the tool aids in this
process, it could be made more user-friendly. For example, one suggestion was to
enable users to create two selections and display the feature importance of both
simultaneously for easy comparison. Another proposal was to provide several
t-SNE plots with different explanations overlaid, to facilitate comparison.

While non-linear DR interpretation is being widely studied, there is a lack
of tools combining interaction and explanation. Since explanation is designed
for users there is a need to integrate their usage in interactive tools. In this re-
gard, we presented Insight-SNE, a visual interactive tool to easily generate and
manipulate t-SNE embeddings along with gradient-based explanations. As the
tool is aimed towards users, we conducted a preliminary evaluation with t-SNE
expert users to evaluate how the tool is perceived, and how it could be improved.
Results show a need and an interest for such tool as it significantly enhances the
quality of interpreting DR results. Making non-linear DR techniques accessible
through user-friendly explanations within interactive tools is crucial. This en-
sures that end users can easily understand and benefit from the interpretability
of their results, maximizing the technique’s potential.
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