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Abstract. Machine learning and AI are increasingly popular for their
impressive task performance. Yet, Natural Language Processing (NLP)
models often inadvertently learn harmful biases related to gender and race,
leading to skewed predictions. Literature distinguishes between direct and
indirect bias. Current research aims to detect and mitigate these biases
in machine learning models. This study introduces a two-stage approach
to identify both types of gender bias in generative large language models
(LLMs), confirming that they can manifest both direct and indirect biases.

1 Introduction

AI models employ mathematical and algorithmic techniques to analyze data and
make informed predictions. They are particularly adept at tasks such as text
classification, machine translation, and text generation [1, 2]. However, while
these models excel in performance optimization, they sometimes inadvertently
capture latent biases that can disadvantage specific groups [3]. The emergence of
generative language models like OpenAI’s ChatGPT, and its competitors Falcon
and Gemini, underscores the urgency of addressing the potential for these models
to propagate bias. This challenge has become a vital area of research, focusing
on both detection and mitigation of bias [4].

The structure of this paper is organized to thoroughly explore the detection of
bias in LLM models. Section 2, ”Background,” lays the foundation by discussing
key concepts including the importance of explainability in AI predictions, the
prevalence of bias in large language models, approaches to evaluating machine-
generated texts, and strategies for bias mitigation. ”Methodology,” outlined in
Section 3, details the approaches and analyses used in this study. Section 4,
”Experimental Results,” presents the outcomes of the implemented tests and
analyses, offering insights into the biases discovered and the effectiveness of
mitigation strategies employed. This paper aims to bridge the gap between
theoretical approaches and practical outcomes in the realm of AI-driven language
processing.
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2 Background

Insight into AI predictions is essential for their safe integration into daily life.
A notable example involves a model trained to assess pneumonia risk, which
learned from real data that asthma patients had lower mortality rates compared
to healthy individuals [5]. In practice, though asthma worsens pneumonia re-
covery, strict medical supervision of asthmatic patients resulted in fewer deaths,
leading the AI to produce misleading predictions. Such biases, if undetected
in a black box system, are nearly impossible to correct. This underscores the
importance of explainability in AI, which often mimics patterns from training
data, inadvertently learning and perpetuating existing biases, whether social or
political, in various applications like classification and text generation [6].

Racial, gender and political biases can manifest in the outputs of LLMs,
including both their natural language responses and word embeddings. Em-
bedders, deep learning models themselves, map words into vector spaces where
similar words cluster together [7]. Studies like Feng et al.[8] have explored how
fine-tuning LLMs on different data affects these biases. Their findings indicate
significant shifts in the models’ political stances, impacting tasks like hate speech
detection and misinformation identification depending on the political leanings
of the fine-tuning data. Continuing this line of inquiry, Jian et al.[9] investigate
fine-tuning methods that deliberately bias LLMs to reflect specific community
perspectives for social science research.

Various metrics have been developed to assess text generated by LLMs, eval-
uate the accuracy of word distribution learning and detect biases like gender,
racial, and political biases. Probabilistic metrics such as Perplexity [10] and
Jensen-Shannon Distance [11] are commonly used to compare the similarity be-
tween the word distributions of human-generated and machine-generated texts.
For tasks like text generation, classification, and sentiment analysis, texts are
broken into n-grams or tokens. These tokens pass through model layers, in-
fluencing millions or billions of weights to create ”embeddings.” These high-
dimensional vectors represent natural language and are crucial for downstream
tasks, serving as a basis for further analysis.

Research continues to explore methods for mitigating bias in language mod-
els, focusing on reducing bias through vector space and statistical techniques.
Bolukbasi et al.[12] address bias mitigation by refining vector space representa-
tions of words and introducing a gender bias metric based on vector orientation.
Bordia and Bowman[13] utilize probabilistic metrics centered around class imbal-
ance to measure bias in numerical data and text. They calculate the probabilities
of words appearing in male or female contexts to quantify bias. The approach
measures bias in training data and assesses how biases are amplified or mitigated
in the outputs of a Long Short-Term Memory (LSTM) model. Their debiasing
technique minimizes the projection of embeddings towards defined gender di-
rections, adjusting the intensity of bias reduction via a hyperparameter. This
method effectively reduces gender bias in text by neutralizing the association of
gendered terms with biased contexts, rather than merely reversing the biases.
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3 Methodology

This study introduces a two-stage methodology to detect bias in open-source,
generative language models used as medical chatbots. Initially, the study probes
for direct bias by analyzing model responses to specific medical cases. If direct
bias is found, a further investigation into indirect bias is conducted. The models,
including GPT-2, GPT-Medium, and OPT, are evaluated using medical case
vignettes developed by Haider et al. [14], which were originally created to study
implicit bias among nurses. Each model is presented with a vignette and a
related question, responding on a Likert scale. This study focuses on gender
bias, analyzing differences in responses across genders, though the methodology
can be adapted to explore other biases.

3.1 Direct Bias Testing

To assess direct bias, the study manipulates clinical vignettes by specifying the
gender and race of the patient. A corresponding question is then added to the
vignette, serving as a prompt for the tested LLM. The models respond with
numerical ratings, which are analyzed to see if there are differences in how male
and female patients of the same race are judged. For example, a prompt for the
first vignette looks as follows: ”A 48-year-old [race] [man/woman] presents to
the emergency department with abdominal pain... It is possible that the [race]
[man/woman] is exaggerating [his/her] pain level. On a scale of 1 to 5, where
1 means definitely not exaggerating and 5 means definitely exaggerating, I rate
it as...”.

3.2 Indirect Bias Testing

If direct bias is detected, a second probing evaluates indirect bias. In this stage,
the vignettes include the patient’s race and occupation, but gender is not ex-
plicitly stated, although gendered pronouns like ”him” and ”her” are used. An
appended question and the original description of the case serve as a prompt
for the language model. Responses are again assessed numerically to examine
biases. Specifically, this analysis compares responses for patients described with
jobs typically dominated by the opposite gender. For instance, responses for
male patients are compared against responses for patients described with male
pronouns, such as secretaries, a role often female-dominated.

3.3 Hypothesis Testing

Statistical tests were conducted to ascertain whether observed trends and dif-
ferences in the exploratory data analysis stemmed from random variations or
actual biases. For direct bias, a two-sided Mann-Whitney U test from the SciPy
Python package assessed the average ratings for case vignettes. To evaluate in-
direct bias, a one-sided Mann-Whitney U test checked if including a patient’s
occupation skewed the average ratings in a specific direction. Both tests were
performed at the 10% significance level.
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4 Experimental Results

Table 1 shows the results of the direct bias experiments. GPT-2 exhibited a few
statistically significant differences in ratings. For question 1 in the first vignette,
both black and white male patients received higher ratings. For question 2 in the
second vignette, Asian male patients received higher ratings than Asian female
patients while White female patients received higher ratings than White male
patients. OPT showed statistically significant differences for both questions in
vignette 1. Black female patients received consistently higher ratings in response
to question 1. For question 2, White female patients received consistently higher
ratings. GPT-Medium only showed statistically significant variation for question
2 in the second vignette, with Asian female patients consistently receiving higher
ratings than Asian male patients.

Model Vignette Question Asian Black Hispanic White

GPT-Medium
1

1 0.401 0.148 0.252 0.547
2 0.604 0.94 0.779 0.772

2
1 0.542 0.256 0.696 0.945
2 0.041 0.294 0.565 0.198

OPT
1

1 0.495 0.069 0.797 0.938
2 0.377 0.977 0.623 0.053

2
1 0.691 0.964 0.438 0.327
2 0.303 0.124 0.677 0.348

GPT-2
1

1 0.755 0.092 0.427 0.036
2 0.352 0.367 0.853 0.737

2
1 0.001 0.686 0.351 0.005
2 0.747 0.233 0.46 0.664

Table 1: Stage 1 results. Direct Bias U-Scores for Vignettes 1 and 2 for all
models. Statistically significant results marked as in bold.

Table 2 presents the results of indirect bias testing for GPT-2, OPT, and
GPT-Medium. GPT-2 demonstrated indirect bias in the first vignette, where fe-
male patients in traditionally male-dominated jobs received ratings more aligned
with those of males, and male patients in traditionally female-dominated jobs
received ratings akin to those of females. OPT and GPT-Medium each showed
indirect bias in one specific question: OPT in the first question of the first
vignette and GPT-Medium in the first question of the second vignette.

Direct bias was detected in all models tested, with the favored gender varying
by race - suggesting that gender bias in ratings is influenced by racial context.
This indicates that direct bias is inherent in large language models (LLMs), re-
flecting deep learning’s tendency to replicate learned patterns without discerning
between beneficial and harmful correlations. For example, while demographic
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Model Vignette Question
Asian Black White

M F M F M F

GPT-Medium 2 1 0.014 0.174 - - - -
OPT 1 1 - - 0.468 0.019 - -

2 1 - - - - 0.500 0.715
GPT-2 1 1 - - 0.475 0.0004 0.043 0.439

2 1 0.183 0.013 - - 0.026 0.479

Table 2: Stage 2 results. Indirect Bias U-Scores for all models. Statistically
significant results marked as in bold.

variables like age, gender, and race might be relevant in medical diagnosis, they
should not disproportionately influence a loan default prediction.

Indirect bias was also prevalent across all models. Even without explicit gen-
der information, biases emerged through job titles, which, while not inherently
gendered, carried strong gender associations within the models’ embeddings.
This underscores how LLMs inadvertently emphasize latent relationships that
can lead to biased outcomes based on unprovided but inferred attributes such as
gender, race, or age. Consequently, simple removal of bias-inducing information
is ineffective as LLMs still manifest gender bias through these latent variables.

The study highlights the need to develop mitigation strategies that address
direct and indirect biases. Techniques that merely adjust for direct bias, like
retraining, are insufficient alone. Effective mitigation must also counteract the
indirect biases arising from deep learning’s modeling of latent variables, which
can perpetuate inequalities even in the absence of explicit biased information.
This dual approach is essential for crafting fairer generative LLMs.

5 Conclusions and Further Work

This study introduced a two-stage methodology to detect direct and indirect gen-
der bias in generative language models used as clinical chatbots. The method
employs clinical case vignettes, which are modified to vary the patient’s race,
gender, and occupation, and prompts models to provide numerical ratings. Ini-
tially tested for direct bias, models exhibiting such biases were further assessed
for indirect bias using the Mann-Whitney U-Test to identify statistically signif-
icant differences. This approach revealed both types of biases in open-source
models like GPT-2, GPT-Medium, and OPT when evaluating clinical scenarios.

Looking ahead, this methodology should be applied to various use cases
across different fields where generative AI is employed, to comprehensively ex-
plore gender bias. Moreover, extending the tests to include a broader range
of both open and closed source models is crucial. Given the extensive use of
these models in industry, evaluating them for both direct and indirect bias is vi-
tal to ensure the fairness and justice of systems integrating generative language
models.
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