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Abstract. This study contributes to the automatic detection of Crohn’s
Disease (CD), a gastrointestinal inflammatory condition. In particular,
our approach deals with the challenge of data scarcity for CD by pre-
training Vision Transformers (ViT) on Hyper-Kvasir and LDPolyp, two
large colonscopic datasets that represent over one million images from a
similar domain, using a Contrastive Loss (CL) mechanism. This approach
significantly outperforms models pre-trained on ImageNet as well as mod-
els pre-trained with a Cross-Entropy Loss on the Crohn-IPI dataset.

1 Introduction

Since its inception in the mid-1990s, Wireless Capsule Endoscopy (WCE) has
dramatically transformed the landscape of gastrointestinal diagnostics by facili-
tating early treatment[1], in particular for Crohn’s Disease (CD), an inflamma-
tory bowel disease [2]. For a typical WCE procedure, between 3 to 4 meters
of the small bowel are recorded, such that gastroenterologists have to analyse
50,000 images per patient, requiring between 30 and 60 minutes [3].

The creation of automated systems to assist the diagnosis would save time
and reduce the risk of errors. The creation of the Crohn-IPI dataset [4] marked
a significant milestone in CD research, offering 3,498 images from 63 patients
annotated for 7 types of CD lesions. Deep learning has proven successful on this
dataset in the past for detecting the presence of CD lesions on an image.

Our research introduces a novel approach to CD diagnosis through the devel-
opment of models pre-trained on 1 million images from two public colonoscopic
datasets, the LDPolyp [5] and hyper-kvasir[6] datasets, with a contrastive loss
(CL) [7] and vision transformer (ViT) [8]. This methodology harnesses the power
of large-scale image datasets to overcome the data scarcity challenge, and fine-
tunes a final model for a binary classification task on the Crohn-IPI dataset (i.e.,
anomalous or normal image). This approach significantly outperforms models
with identical architecture that are pre-trained on ImageNet or that are pre-
trained on the same datasets using a cross-entropy loss as well as replicated
results from Vallee [4] using a ResNet-34. Our work shows that small datasets
that perform a specific task can benefit from pre-training using larger datasets
from different, yet related domain. Section 2 introduces previous works that
deals with the use of deep learning for CD detection and explains contrastive
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learning, Section 3 describes the methodology that is followed, Section 4 de-
scribes the experimental setup, Section 5 presents and discusses the results that
are obtained. Finally, Section 6 concludes on the study and opens the path to
further works.

2 Related works

Vallée et al. [4] introduced the first version of the Crohn-IPI dataset, containing
3,218 images from 39 patients with annotations from two gastroenterologists.
Each image is marked either as pathological (with one out of six possible classes)
or normal. In their initial work, Vallée et al. merged all six anomalies as one
class and obtained a 89.3% accuracy [9]. This work was further continued with a
modified dataset [4] that contains 3,498 images with seven anomalous classes and
a normal one. Those classes were converted into normal or abnormal, and four
models are assessed on the binary classification tasks where the authors reach
a 94.6% accuracy with a 5-fold cross-validated training and a ResNet34 [10].
However, the average results of those models are presented with no confidence
interval nor any indication of the variance between individual folds. Moreover, no
hyper-parameter nor any experimental information are shared. Also, the authors
claimed that the dataset is balanced, which is subject to discussion because
61% of the data is normal. Consequently, it makes it difficult to interpret the
robustness of the results from a statistical standpoint. Also, with no indication
of the training setup, results are hard to replicate.

Xing et al. [11] used Wireless Capsule Endoscopy (WCE) data from two
private videos (35,053 unlabeled images) for self-supervised contrastive pre-
training, and fine-tuned their models on CD classification with the Crohn-IPI
dataset. They used several decoders, such as MoCo v2, BYOL, and Barlow
Twins with reported accuracy between 91% and 93%. However, their work used
pre-training with same domain data (i.e. WCE) in an unsupervised fashion,
which means that it did not leverage the information that is contained in the
annotations. Moreover, only the accuracy is presented as a performance metric,
with no indication of the variance between the 5 folds. The private nature of
their WCE data makes it impossible to replicate their results.

Contrastive Learning (CL) has become popular for pre-training. It is an
effective method for learning latent space representations of data by maximizing
the agreement between differently augmented views of the same data, while
minimizing the similarity between representations of distinct data points at the
same time [12]. This approach has shown superior capability in learning latent
space representations compared to traditional cross-entropy loss, primarily due
to its emphasis on understanding the nuances and variances within the data
itself. Typically, one can use CL in the pre-training phase of a model to offer a
significant advantage, in particular for fine-tuning on a given downstream task
where annotated data is scarce.

This work showcases the use of CL for pre-training Vision Transformers (ViT)
on data from another medical domain where they are more abundant (i.e., en-
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doscopic images). These models are subsequently fine-tuned on the Crohn-IPI
dataset for a binary classification task. Contrary to previous work, results are
clearly discussed and take into account the unbalanced nature. We show the
interest of knowledge transfer from another domain with the use of CL.

3 Methodology

This section explains the methodology used to exploit the Crohn-IPI dataset [9]
for binary classification. Data are converted from 8 classes into two: normal or
abnormal. Three different experiments are conducted to assess the benefit of
using i) a larger dataset to pre-train a ViT, ii) a larger dataset from a domain
close to Crohn-IPI and, iii) contrastive learning with a larger dataset.

3.1 Detection using Backbones pre-trained on Imagenet

To constitute a baseline, one can use a Vision Transformer (ViT) [8] pre-trained
on ImageNet [13], and fine-tuned for the specific binary classification task. To do
so, its classification head is removed, and replaced with a linear layer with input
size 768, and output size 1. In addition, a ResNet-34 pre-trained on ImageNet
is fine-tuned on the same task with the intent to replicating the same model
as Vallée [4]. For the binary classification task, we replaced the fully-connected
layer with a linear layer of input size 512, output size 256, a ReLU, and a last
fully-connected layer of input size 256, output size 1.

3.2 Detection using Supervised Cross-Entropy Loss Backbone

ImageNet contains 1 million images of 1,000 different classes that are not close
to the domain being researched, i.e., WCE data. To assess the benefit from pre-
training a backbone on data from a closer domain, one can use colonoscopy data,
and fine-tune the model for binary-classification in a similar fashion as described
above. We pre-train a ViT with a Cross-Entropy (CE) loss by leveraging two
public colonoscopy datasets, LDPolyp [5] and Hyper-Kvasir [6], which have been
merged by Tian et al. [14]. In their combined dataset, Tian et al. provide
binary annotations (normal or anomaly) for more than one million colonoscopic
images that were initially classified in more than two classes. As in the previous
experiment, this backbone is then fine-tuned on the Crohn-IPI dataset.

3.3 Detection using Supervised Contrastive Loss Backbone

The supervised Contrastive Loss (CL) [7] is chosen to leverage the labels available
in the two large datasets. This loss can be mathematically expressed as

Li =
−1

|{P (i)}|
∑

j∈{P (i)}

log
exp(zi · zp/τ)∑

a∈{A(i)} exp(zi · za/τ)
(1)

where {P (i)} represents the set of indices of all positive examples in the batch for
the anchor i, excluding i itself. zl contains the data embeddings. {A(i)} denotes
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the set of indices for all other examples in the batch, excluding i, encompassing
both positive and negative examples. The · symbol denotes the dot product and
exp the exponent function. Finally, τ is a temperature scaling parameter that
moderates the separation margin. Using the same ViT backbone, the contrastive
model is pre-trained on the two colonoscopic datasets. After training, this model
is fine-tuned for the binary classification on Crohn-IPI dataset as stated in the
previous sections.

4 Experimental setup

This section explains pre-training and fine-tuning of the experiments as well as
selected performance metrics.

4.1 Pre-training

The models trained with CL and CE on the colonoscopic dataset were both
trained using 4 Tesla A100 in parallel for 50 epochs with PyTorch 2.2.1, with a
one-cycle cosine learning rate warm up [15] that goes up to 1× 10−3 is used. A
batch size of 512, a drop out rate of 0.3, a temperature parameter τ of 0.1, the
AdamW [16] optimizer and without any color channel regularization. Several
values were tested for those parameters using grid-search and the best performing
models were kept. To validate the best models, the one leading to the smallest
loss are retained. Default weights for ViT pre-trained on ImageNet are collected
from the PyTorch library.

4.2 Model fine-tuning

The fine-tuned models are trained with a 5-fold cross-validation strategy using
5 Tesla A100, a batch size of 256, an initial learning rate of 1×10−2, a one-cycle
cosine learning rate warm up scheduler is used. No color channel regularization
and no dropout are applied. The following data augmentation techniques are
used: multiple of 90◦ random rotations, random flip and mirror, resizing to
236 × 236 pixels, random cropping to 224 × 224 pixels. Several values were
experimented with, and the ones leading to the best results were kept. To
manage the data imbalancing, a multinomial sampler is used to ensure that
each training epoch draws 50% of images from each class.

4.3 Performance metrics

To account for the data imbalancing when reporting performance metrics, the
balanced accuracy, precision and recall are assessed. Moreover, the Jaccard
score (Intersection over Union (IoU)) gives an indication of the quality of the
predictions while the Area Under the Curve (AUC) Receiver Operating Charac-
teristics (ROC) is a common choice for assessing the quality of models dealing
with medical data.
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5 Experimental results

Table 1 shows the average performance metrics with the 5-fold cross-validation
for each of the three models together with their 95% Confidence Interval (CI).
The model that uses the backbone pre-trained with a contrastive loss shows su-
perior performance across all metrics. The results obtained using the CB models
significantly outperforms the other methods across all five metrics and validate
the interest of using a contrastive loss in pre-training a backbone model on data
that are close to the domain. Quite surprisingly, a pre-training on endoscopic
data with a cross-entropy loss does not result in better results, compared to
a model pre-trained on ImageNet, whereas one could have expected that data
from a closer domain would be beneficial. One possible explanation is that the
CL helps capture domain-specific characteristics more effectively than a Cross-
Entropy loss.

Table 1: The Contrastive Backbone (CB) gives better results than other meth-
ods. Average results on 5-fold for CB, the Cross-Entropy Backbone (C-E B), the
ViT ImageNet Backbone (VIB), and the ResNet-34 ImageNet Backbone (RIB).
Data in bold show the best results with a 95% confidence interval.

Meth. Bal. Acc. Prec. Recall IOU ROC AUC

CB 92.1(±1.7) 88.8(±2.3) 92.4(±3.5) 82.7(±3.0) 96.9(±0.1)
C-E B 86.3(±2.2) 82.5(±4.6) 85.5(±4.7) 72.3(±3.5) 93.4(±1.4)
VIB 89.2(±1.6) 85.3(±1.9) 89.4(±2.6) 77.4(±2.7) 95.1(±0.1)
RIB 85.6(±2.3) 81.5(±3.1) 83.7(±4.0) 70.3(±4.0) 92.0(±1.7)

6 Conclusion

Our study showcases a compelling methodology for improving Crohn’s Disease
(CD) diagnosis with the use of deep learning techniques. By adopting an ap-
proach that pre-trains models on vast amounts of colonoscopic data using Con-
trastive Loss and vision transformers, the data scarcity issue in the field of
CD detection is mitigated. Indeed, a contrastive loss backbone pre-trained on
the LDPolyp and Hyper-Kvasir datasets significantly outperforms models pre-
trained on ImageNet or trained from scratch with a cross-entropy loss. This em-
phasises the importance of using data from a close domain as well as the interest
of contrastive learning in medical image analysis. Moreover, the comparative
analysis of different pre-training strategies depicts a nuanced relationship be-
tween domain specificity and model effectiveness, suggesting that closer domain
data does not always guarantee superior results. In the future, the proposed
backbone could be used on other endoscopic datasets, such as bronchoscopies,
laparoscopies or rhinoscopies. Also, one could assess the impact of additional
data on pre-training or evaluate the performance on multi-class classification.
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