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Abstract. Mammography imaging is the gold standard for breast cancer
detection and involves capturing two projections: mediolateral oblique and
craniocaudal projections. The implementation of an approach that allows
the acquisition of only one projection and reconstructs the other could
mitigate patient burden, minimize radiation exposure, and reduce costs.
Image-to-image translation has showcased the ability to generate realistic
synthetic images in different medical imaging modalities which make these
techniques a great candidate for the novel application in mammography.
This study aims to compare five image-to-image translation approaches
to assess the feasibility of reconstructing a mammography projection from
its counterpart. The results indicate that ResViT shows the best overall
performance in translating between both projections.

1 Introduction

Breast Cancer (BC) is one of the most prevalent cancers affecting women world-
wide and remains the second leading cause of mortality among them [1, 2].
Mammography imaging, the gold standard for BC detection, requires capturing
images in two projections: mediolateral oblique (MLO) and craniocaudal (CC)
views per breast. To accurately diagnose BC, both MLO and CC projections are
indispensable for clinical examination due to their complementary information.
However, this procedure requires breast repositioning, a time-consuming process
often associated with patient discomfort due to tissue recompression [3].

During the acquisition process, the integrity of information within one or both
projections may be compromised [4, 5]. Image-to-image translation, proficient in
transforming one image type into another, has presented the ability to generate
realistic synthetic images in different medical imaging modalities which makes
the hold promise in its application for mammography projection translation [6].

This study aims to investigate the feasibility of reconstructing the compro-
mised projections, to potentially reduce the need for repeating the examination
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and consequently, mitigate patient burden, minimize radiation exposure, and re-
duce costs. Five image-to-image translation approaches (pix2pix [7], CycleGAN
[8], DiscoGAN [9], UNIT [10] and ResViT [11]) are compared to assess mam-
mography reconstruction feasibility. Despite its potential, to the best of our
knowledge no such approach has been applied to mammography for projection
reconstruction. Two open-source datasets are included to demonstrate method-
ology versatility across contrasts and abnormalities. Performance evaluation
metrics include mean absolute error (MAE), peak signal-to-noise ratio (PSNR),
and structural similarity index (SSIM), revealing ResViT as the outperforming
approach.

2 Related Work

Image-to-image translation approaches predominantly utilizing generative ad-
versarial networks (GANs), have been extensively applied in medical imaging,
including computed tomography (CT), positron emission tomography (PET),
and magnetic resonance imaging (MRI) [12].

Armanious et al. [13] propose a novel conditional GAN architecture with
non-adversarial losses for PET to CT translation, MRI motion correction, and
PET denoising, achieving SSIM = 0.92 and PSNR = 24.62. Kong et al.
[14] introduce a GAN capable of translating between T1 and T2 MRI for brain
imaging, demonstrating slight performance improvements with SSIM = 0.83
and PSNR = 24.00. Liu et al. [15] enhance CycleGAN for MRI to CT trans-
lation, achieving impressive results of MAE = 0.04 and PSNR = 39.10. More-
over, Dalmaz et al. [11] present ResViT, a GAN architecture combining vision
transformers with convolution operators for multimodal medical image synthesis,
outperforming existing methodologies.

In mammography imaging, however, the focus has mainly been on generat-
ing synthetic images for dataset augmentation and contralateral mammographies
[16, 17]. While some approaches have successfully generated realistic mammogra-
phy images, none have explicitly addressed reconstructing a new mammography
projection from another.

3 Methodology

In selecting approaches for this study, the aim is to encompass the main com-
monly employed approaches in other image modalities, namely pix2pix and Cy-
cleGAN, along with less commonly used such as DiscoGAN, UNIT, and ResViT.
Pix2Pix [7] employs a conditional GAN architecture with a U-Net generator and
PatchGAN discriminator, focusing on paired image translation. In contrast,
CycleGAN [8] introduces cycle consistency loss for unpaired image translation,
using ResNet generators and PatchGAN discriminators. Also designed for un-
paired image-to-image translation, DiscoGAN [9] uses cycle consistency loss but
with simpler generator and discriminator structures, incorporating an identity
mapping loss and UNIT [10] employing cycle consistency and identity mapping
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losses alongside a multi-scale discriminator. ResViT [11], designed for medical
image synthesis, combines residual connections and visual transformers, featur-
ing aggregated residual transformer blocks for diverse information blending and
a unified implementation for various source-target modalities.

The used mammography images originate from two distinct image datasets:
the Cohort of Screen-Aged Women (CSAW) [18] and Curated Breast Imaging
Subset of DDSM (CBIS-DDSM) [19]. The pairs of CC and MLO projections for
each breast are selected from each dataset and in total, the CSAW dataset has
1,000 image pairs and the CBIS-DDSM dataset has 1,216 image pairs. Prior to
analysis, pre-processing involved background removal, resizing to a standardized
size of 256x256 pixels, and normalization.

The translation capability is evaluated in both MLO to CC and CC to MLO
directions. The datasets are randomly split into training (80%) and testing
(20%) set for each run, with the experimental setup executed 30 times to mitigate
bias. The five image-to-image translation approaches are adapted to train and
test on the mammography grayscale images and fine-tuned to the two image
datasets 1. The evaluation is performed considering visual comparison and the
evaluation metrics MAE, PSNR, and SSIM. A paired t-test at an alpha value of
0.05 is used to test for a statistically significant difference.

4 Results

4.1 Visual Comparison

The visual results for both datasets are depicted in Figures 1 and 2.

CC
to MLO

pix2pix CycleGAN DiscoGANInput UNIT

MLO
to CC

ResViT Ground Truth

Fig. 1: Visual Comparison of the results for the CSAW dataset.

The approaches demonstrate the capability to produce realistic mammog-
raphy projections. DiscoGAN performed poorly, producing distorted images

1Code available at https://github.com/joanacsantos/MammographyReconstruction
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Fig. 2: Visual Comparison of the results for the CBIS-DDSM dataset.

with noticeable noise. Pix2pix and UNIT struggle with consistency, leading to
misshapen breast contours. In contrast, both CycleGAN and ResViT excelled,
accurately capturing the intricate shape and texture of breast tissue.

Additionally, significant disparities are observed between the CSAW and
CBIS-DDSM datasets, with CSAW images exhibiting higher contrast and more
intricate details compared to CBIS-DDSM. Despite these differences, all ap-
proaches demonstrated versatility in handling mammography images with di-
verse characteristics.

4.2 Evaluation Metric Results

The analysis of evaluation metrics for both datasets is summarized in Table 1.

Table 1: Evaluation Metrics Values for the CSAW and CBIS-DDSM Datasets.
The best metric values for each dataset are highlighted in bold.

MLO to CC CC to MLO
MAE ↓ PSNR ↑ SSIM ↑ MAE ↓ PSNR ↑ SSIM ↑

pix2pix 0.035 21.506 0.710 0.049 19.754 0.644
CSAW CycleGAN 0.043 19.969 0.694 0.056 18.589 0.645
Dataset DiscoGAN 0.042 20.133 0.677 0.078 17.695 0.378

UNIT 0.045 19.684 0.685 0.058 18.520 0.622
ResViT 0.038 20.654 0.718 0.049 19.763 0.659
pix2pix 0.060 18.541 0.739 0.076 17.254 0.685

CBIS-DDSM CycleGAN 0.068 17.579 0.724 0.083 16.545 0.679
Dataset DiscoGAN 0.075 16.964 0.678 0.116 14.722 0.355

UNIT 0.076 16.824 0.702 0.091 15.856 0.654
ResViT 0.058 18.577 0.741 0.078 17.135 0.682

Results show similarity in performance for both translation directions:



• For translation fromMLO to CC projection, pix2pix performs better on the
CSAW dataset, while ResViT excels on the CBIS-DDSM dataset. How-
ever, statistical tests reveal no significant performance difference between
pix2pix and ResViT in the CSAW dataset for MAE and SSIM metrics and
in the CBIS-DDSM dataset.

• For the translation from CC to MLO projection, ResViT achieves the best
results for the CSAW dataset, while pix2pix performs better for the CBIS-
DDSM dataset. Again, statistical tests show no significant performance
disparity between pix2pix and ResViT in the CSAW dataset for PSNR
metrics and in the CBIS-DDSM dataset for the PSNR and SSIM metrics.

Consequently, due to the lack of statistical relevance in both translation direc-
tions, relying solely on evaluation metrics fails to definitively establish a superior
approach between pix2pix and ResViT. Upon visual examination, pix2pix ex-
hibits deficiencies in image structure, leading to the determination that ResViT
emerges as the most effective methodology for the translation of both directions.

Overall, evaluation metrics indicate lower performance in reconstructing MLO
from CC projection, possibly due to missing vital information in the CC projec-
tion, such as pectoral muscle location, crucial for accurate MLO reconstruction.
These findings suggest a greater potential for further exploration of the opposite
translation, offering promising avenues for future research.

5 Conclusions

This work presents a comprehensive study comparing five image-to-image trans-
lation approaches, aimed at assessing the feasibility of reconstructing a mammog-
raphy projection from its counterpart. Identifying an effective approach holds
the potential to alleviate patient burden, reduce costs, and minimize radiation
exposure. The results show that ResViT demonstrates superior performance in
translating both directions, with metrics indicating better performance in recon-
structing MLO from CC projection. Future work will focus on further refining
the reconstruction of MLO from CC projection, prioritizing enhancements in
breast shape and texture to validate its clinical applicability.
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