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Abstract. Sign language (SL) is a communication method used by deaf
people. Static sign language recognition (SLR) is a challenging task aimed
at identifying signs in images, for which acquisition of annotated data is
time-consuming. To leverage unannotated data, practitioners have turned
to unsupervised methods. Contrastive representation learning proved to
be effective in capturing important features from unannotated data. It is
known that the performance of the contrastive model depends on the data
augmentation technique used during training. For various applications, a
set of effective data augmentation has been identified, but it is not yet
the case for SL. This paper identifies the most effective augmentation
for static SLR. The results show a difference in accuracy of up to 30%
between appearance-based augmentations combined with translations and
augmentations based on rotations, erasing, or vertical flips.

1 Introduction

To achieve high-quality results, current deep learning methods require a large
amount of annotated data. In the case of sign languages (SLs), the acquisition
process requires skilled labor, making it slow and costly, limiting the amount of
annotated data [1]. SL is far from being the only field with limited access to
annotated data, and this motivated the creation of several unsupervised learning
schemes. A popular approach is contrastive algorithms [2, 3]. Such algorithms
create artificial labels by applying augmentations to each instance and learning
common representations between those augmented instances. The resulting con-
trastive model could, then, be fine-tuned on a limited amount of annotated data.
The performance that can be expected from the fine-tuned model is correlated
with the data augmentation used during pre-training [4, 5]. Therefore, selecting
the correct set of augmentation is critical. Currently, no work has evaluated
the impact of augmentation on SL recognition. Figure 1 shows signs from the
American Sign Language (ASL) and Arabic Sign Language (ArASL) that can be
confused if a simple rotation is applied. This highlights the importance of find-
ing the most relevant data augmentation in the case of SL (e.g. avoid rotations).
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(a) Dal [6] (b) Noon [6] (c) Letter P [7] (d) Letter Q [7]

Fig. 1: Two signs (a) and (b) from ArASL [6] and two signs (c) and (d) from
ASL [7] showcasing signs that can be easily confused if a rotation is applied.

Our experiments show that choosing one augmentation over another can lead to
performance variations of up to 30% during the fine-tuning of the model. Beyond
SLR, these results confirm how important the choice of a suitable augmentation
can be to leverage contrastive learning. This paper evaluates the performance
obtained with several augmentation techniques on SimCLR [2] and MoCo v2 [3],
two common contrastive algorithms. Section 2 introduces contrastive learning,
focussing on SimCLR and MoCo v2 used in the experiments. Section 3 presents
a brief review of SLR literature, and finally Section 4 presents the experiments
conducted and the results obtained.

2 Contrastive Representation Learning

Contrastive learning leverages self-supervised labels to learn useful representa-
tions of data, that can be reused to solve several downstream tasks. This method
is also used to align representations between multimodal inputs [8]. Its versatil-
ity and simplicity lead to the creation of several algorithms, such as the popular
SimCLR [2] and MoCo v2 [3] that involve several key steps. First, the data
augmentation module generates two distinct views of each input image with
data augmentation, forming positive pairs. Next, these augmented images are
processed by an encoder to obtain their representations. For our experiments, a
ResNet-50 pre-trained on ImageNet is used as the encoder [9, 10]. The obtained
representations are then passed through a projection function consisting of
a multilayer perceptron that maps them to lower-dimensional vectors. Finally,
a contrastive loss function is applied to minimize the distance between the
embeddings of the positive pairs while increasing the one for the negative pairs
(i.e., all the other augmented images, except for the positive pairs). The main
difference between the SimCLR and MoCo v2 algorithms is that SimCLR uses
only the images from the current batch at each iteration, while MoCo v2 main-
tains a queue that stores elements from both the current and previous batches
and uses two encoders, augmenting the number of negative pairs considered.
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3 Related Work

Contrastive learning enables to learn useful representation efficiently from unan-
notated data [2]. Zhao et al. [11] conducted a study on self-supervised learning
methods and concluded that contrastive methods are efficient in several tasks
such as hand motion estimation. Experiments also show that performances
obtained with contrastive learning depend on the augmentation used therefor.
Several works [12, 13, 14] have studied the impact of data augmentation for their
domain, but their results remain limited in terms of transferability. For exam-
ple, in facial recognition, the application of Generative Adversarial Networks and
horizontal flip yields the best results [14]. In other fields such as plant anomaly
detection and human activity recognition, rotations perform best [12, 15].

To overcome the data scarcity issue in static SLR, the usage of pre-trained
models was studied [9, 10], but SLR datasets are often small and need to be
augmented during training to obtain satisfactory results. The application of
few-shot learning [16] or contrastive learning approach [17] was also studied to
assess the effectiveness of those methods in the case of SLR. In particular, con-
strastive learning has the potential to leverage the non-annotated parts of SLR
datasets, whose size may be significantly larger than their annotated counter-
parts. However, none of the above work provide experimental evidence about
the best set of augmentation to use in the case of SLR. Thus, this research aims
to fill this gap by identifying the most effective augmentation(s) for SLR. We
focus on the case of contrastive learning because (i) it uses augmentation at its
very core (see Section 2) and (ii) it is a promising trend in SLR [18, 17].

4 Data Augmentation for Contrastive Learning in SLR

This section evaluates the relevance of several augmentations for SLR and gives
more insight to the practitioner on the augmentation to use. The most common
augmentation for images [2] are considered: rotation, translation, vertical and
horizontal flip, Gaussian blur, erasing, and color distortion.

4.1 SLR Datasets

To determine the most effective data augmentation, three SLR datasets of dif-
ferent sizes were used: (i) the small Bahasa Isyarat Indonesia (BISINDO) [19]
dataset with 312 images from 26 classes, (ii) the medium Arabic Sign Alphabet
(ArASL) [6] dataset with 7,856 images from 31 classes and (iii) the large Ameri-
can Sign Language (ASL) [7] dataset with 87,000 images from 26 classes. These
SLR datasets were chosen to be diverse in terms of size and variety.

4.2 Training Process and Hyper-Parameters

To evaluate the impact of each data augmentation, we divided each dataset into
three sets: a test set made of the 30% of the data. The 70% remaining data
are used to pre-train and fine-tune the model with 80% of the training set used
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for the pre-training 20% for fine-tuning. For each augmentation listed in the
beginning of Section 4, several variants are created (e.g., rotations at different
angles, coloration with various effects, etc.) and the SimCLR and MoCo v2
algorithms were trained using those augmentations.

The experiments are run on PyTorch version 2.4.1+cu118, using a 24GB
VRAMGPU. All images are resized to 255x255 pixels. The models are trained on
70 epochs, with batch sizes of 128. The contrastive models are trained with the
SGD optimizer and a learning rate of 0.001. The momentum of the encoder for
MoCo v2 has a value of 0.99 and the temperature is set to 0.1, as recommended.

For each augmentation, 10 variants of the same augmentation with differ-
ent parameters are created and the SimCLR and MoCo v2 models are trained
ten times. After the contrastive training, they are fine-tuned on the remaining
data. The performance reported for each augmentation is the average of the
performances obtained over the ten training runs on that augmentation.

4.3 Experimental Results for Contrastive Learning in SLR

Table 1 presents the results obtained on each dataset. From this table, we
can observe that for datasets like ASL and ArASL, a performance difference of
over 30% is observed depending on the choice of augmentation. Moreover, the
SimCLR algorithm generally yields better results than MoCo on these datasets,
highlighting its effectiveness on static SLR. Additionally, despite the small size of
the BISINDO dataset, a performance difference of 9% is also observed. Augmen-
tations such as rotation, erasing, and vertical flips do not help the SLR models.
This can be explained by the fact that the sign orientation plays a crucial role
in its meaning, and erasing it might damage important parts of the image. Aug-
mentations related to the appearance of the image significantly improve the SLR
model accuracy, as they not only preserve the geometric structure of the image
but also help the model recognize the same sign with various shades and colors.
Translation also works well because it teaches the model to recognize the same
sign regardless of its position.

5 Conclusion

This work evaluates the impact of image augmentations for static SLR using
contrastive representation learning. It is shown that, for static SLR, the most
effective augmentation technique includes Gaussian blur, color distortion, and
translation. Those augmentations enhance the mode robustness to variations in
lighting conditions and the positioning of signs. In contrast, rotations, vertical
flips, and erasing are damageable to the performance. This can be explained by
the fact that the orientation of the hand plays a major role in the meaning of a
sign. Additionally, erasing does not yield good performance, most likely because
removing parts of a sign image can completely distort its meaning, the sign is
located in a small proportion of the image. This work highlights the importance
of choosing the proper augmentation for a given task. In future work, we will
expand this research by considering dynamic signs and video-based SLR.
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Table 1: Accuracy after the fine-tuning of a contrastive backbone trained using
various image augmentation methods. For each dataset, the best results are
highlighted in light blue and bold, while the worst results are in yellow.

Datasets Augmentations SimCLR MoCo v2
ASL Rotation (Rt) 39.22% 36.07%

Vertical Flip (Vf ) 34.58% 33.20%
Horizontal Flip (Hf ) 49.54% 47.06%
Erasing (Er) 33.72% 32.52%
Color Distortion (Cd) 69.32% 63.32%
Gaussian Blur (Gb) 64.72% 61.73%
Translation (Tr) 65.26% 64.01%
Cd and Gb 72.05% 68.78%
Cd and Vf 50.17% 42.25%
Cd and Hf 54.31% 55.61%
Tr and Cd 75.49% 69.07%
Rt and Er 28.03% 30.7%
All Augmentation 57.23% 51.23%
Tr, Cd and Gb 79.07 % 72.07%

ArASL Rotation (Rt) 24.26% 24.71%
Vertical Flip (Vf ) 24.53% 24.98%
Horizontal Flip (Hf ) 29.24% 25.04%
Erasing (Er) 23.72% 21.36%
Color Distortion (Cd) 40.36% 36.53%
Gaussian Blur (Gb) 36.97% 32.07%
Translation (Tr) 42.02% 41.92%
Cd and Gb 45.29% 46.11%
Tr and Vf 39.15% 33.17%
Tr and Hf 42.03% 39.54%
Rt and Er 20.30% 20.07%
Tr and Cd 46.23% 45.81%
All Augmentation 41.74% 39.89%
Tr, Gb and Cd 54.03% 49.83%

BISINDO Rotation (Rt) 3.42% 3.63%
Vertical Flip (Vf ) 4.58% 5.02%
Horizontal Flip (Hf ) 6.24% 6.84%
Erasing (Er) 3.62% 3.06%
Color Distortion (Cd) 9.52% 8.08%
Gaussian Blur (Gb) 7.95% 7.65%
Translation (Tr) 9.32% 9.01%
Cd and Gb 11.07% 11.52%
Cd and Vf 7.78% 7.53%
Cd and Hf 9.96% 9.60%
Rt and Er 2.89% 2.17%
Tr and Cd 11.32% 11.23%
All Augmentation 6.74% 7.28%
Tr, Cd and Gb 12.09% 11.11%
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