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Abstract. Vision systems in complex environments are faced with the
problem of analyzing visual information on multiple scales to support
segmentation and size invariant object recognition. We propose a system
which detects relevant spatial scales in images and constructs an explicit
size invariant representation. Further, it provides a means of navigating
through scale space in the presence of ambiguous scale information, thus
adds a behaving component to image analysis. The architecture is based
on biologically realistic neural networks like neural fields and neurons
with bandpass receptive field characteristics.

1. - Introduction

The human nervous system shows an intriguing generalization performance
with respect to size in object recognition tasks. Size invariant recognition of
objects does not require to view the object in several sizes during training. One
view of a certain size may be enough to recognize the same object presented at a
different distance. Thus, scale invariant recognition cannot be accounted for by
a “view based” approach proposed, e.g., for 3D invariant recognition [2]. Tt is
more plausible to think in terms of explicit size invariant representations (ESIR)
which are constructed by the nervous system. An ideal ESIR is invariant to
spatial scaling of an arbitrary object and thus provides adequate input to a
subsequent recognition stage. To build the ESIR, images must be analyzed to
extract information about prominent spatial scales. Whenever, this information
is available, it might be used for rescaling the image. How rescaling can be
done in a neurally plausible way has been described in [5]. There, attentional
dynamics has been introduced, which modulates neural weights in a way that
they provide the required scaling transformation (“dynamic routing”).

In general the problem of selecting a scale of interest cannot be seen in
isolation. Without having separated an image into object candidates and back-
ground, scale information cannot be object specific. On the other hand, the
outcome of a figure/ground segregation depends in general on the scale of ob-
servation. However, the selection of scales of interest is one essential ingredient
in a complete segmentation system. This implies that whenever images contain
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more than one prominent scale, mechanisms must be introduced to uniquely
select one spatial scale and to sequentially visit structures in scale space.

We address two problems which we solve in a neurally plausible way:
(1) How to define and extract prominent scales within grey-value images?
(2) How to organize an attentional network dynamics which can be used to
select prominent scales for steering a desired scaling transformation?

2. Detecting Scales of Prominent Structures

An intuitive way of analyzing spatial scales of a distribution is to consider the
power spectrum. A simple example shows that this does not provide complete
perceptually relevant information in a way which can be used by a neurally
plausible (and technical) system. Consider the one-dimensional gaussian wave
packet g(z) = cos(wyz) exp(—z?/c?). The power spectrum consists of a peak
centered around w —wg with a width determined by 1/o. Thus it is relatively
easy to detect the characteristic scale wp by picking the local maximum, but it
is much more difficult to detect the second characteristic scale o related to the
envelope of the wave packet. This information is “hidden” in the width of the
power spectrum peak. Further problems appear if the image information gives
rise to higher harmonics in the spectrum, which cannot easily be recognized as
such and thus cannot be attributed to size information.

The solution we propose consists of a two-stage nonlinear transformation.
The transformation stages are indicated in Fig. 1 by the labels “I” and “II”.
In the first step we define bandpass filters (receptive fields, RF), hq(z — 2/, w),
with center frequencies w, which are centered at the image location z=='. In
the following, we parameterize these filters by the scale parameter ¢ ~ 1/w,
thus hy = hy(z — 2/, o). We then perform the nonlinear transformation

F(m,a):‘/If(x')hl(x—x',o)d%’ (1)

where f(z) denotes the image and I the image domain. The result is an edge-
like representation at various scales o (cf. Fig. 1). As bandpass filters we use
Laplacians of Gaussians, with four different center frequencies separated by
octaves and with mutual overlapping bandwidths. Thus, the outcome of the
first processing stage are distributions F(z,0;) withi=1,...,4.

In a second step we detect prominent scales within each F'(z, o;) by applying
a family of RFs, ha(z, s), the cross-section of which is illustrated in Fig. 1, part
IL. Through the inhibitory side-bands, we found these RFs to be very specific
when applied to the edge-like representations F(z, 0;). All the RFs ho(z, s) are
only located around the central image location, so that we determine prominent
spatial structures with respect to a specific viewpoint. As the final outcome
fs(s) of the two-stage process, we define:

fs(s) :/I ho(z, 5) Z F(x,0;) d*x (2)

i
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Figure 1
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15 (5) now represents the evidence for a prominent spatial structure at the scale
5. This is demonstrated in Figure 1, where the processing of a sample texture 1s
shown. As obvious by the two dominating maxima of f;(s), the system detects
two prominent scales, one related to the texture elements, the other to their
collection, which is similar to the envelope in the wave packet example discussed
above. The sample texture has by construction the particular property of
having no low frequency components, because each local texture element has
a vanishing mean intensity [3]. Hence, other approaches to size detection in
images like the one given in [5] will hardly detect any structure.

3. Scale Attention and Dynamic Scaling

Having determined the scale information f,(s), local maxima must be selected
and used for rescaling the original image. The process of selecting a specific
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scale of interest can be viewed as attending to a specific size. Due to the
expected noisy structure of the scale information, local maximum selection
should be conditioned in the sense that not every small peak is attended to
and that the selection is stable with equally competing candidates. A dynamic
neural network which accomplish this task reliably is the neural field [1]. With
respect to target selection it has been applied and discussed in detail in [4]. In
brief, the dynamics of the neural field u(s,¢) is defined by

w(s,t) = —u(s,t) — h + / w(s — §') Tlu(s',1)] ds’ + fs(s) (3)

T() is a positive threshold function. The distribution T'(s) = T'[u(s)] will be
referred to as activity. h is a parameter, which can be viewed as the threshold
of T'. If the connectivity w(s —s’) is chosen to be composed of local excitation
and global inhibition, the dynamics exhibit a stationary solution composed of
one unique localized cluster of activity which will be located at one of the local
maxima of the input scale information f,(s) (see Fig. 1, bottom). Importantly,
this local maximum has to exceed a certain amplitude and width criterion to
be selected. The activity cluster can now be used to scale image information
appropriately, to construct the size invariant representation.

fs(9) T(s)

_>_>

Figure 2

In the framework of neural connectivities, information can be scaled by
“dynamic routing” (see [5] for details). We briefly describe a modified version
here. Fig. 2 illustrates the scaling mechanism. Let W;; the weights connecting
image location z; with the location y; on the size invariant representation.
Assume that the image contains a structure of a certain size s which defines
the scaling factor o =s/sq, where sy is the desired size of the structure on the
invariant representation. The scaling can then be done by setting:

(i — j)z]

S RUE

(4)

This form fulfills the need for low-pass filtering the image (or target) when
shrinking (or magnifying) the image to avoid aliasing. To extract the desired
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scaling which is coded by the location of the activity cluster on the neural field,
we set
(ai —j)?

Wij ~ / I T{asg)da with: T =exp Y (5)

which determines the effective scaling by an average of all a’s weighted by the
activity T'(s).

Figure 3

Figure 3 shows scaling and invariance properties of our system, by applying
it to an image of a face viewed from two distances (panels A and D). Our system
detects two prominent scales in the image. One is related to the nose/eye region,
the other to the entire face. The images scaled according to these two detected
sizes are depicted in panels B and C, respectively. Panel D shows the original
image at a reduced size. Here, again the same two prominent structures are
detected. The scaling onto the face region is depicted in Panel E which is
identical to panel C (except for the information loss due to the size reduction).
In this sense the projection of the face region is invariant against scalings of
the original image.

4. Discussion and Conclusion
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We presented a neurally motivated system which is able to detect perceptually
relevant size information in grey-value images. Further, we showed how this
scale information can be used the rescale the image to construct size invariant
representations. In general, scale information will be ambiguous. Neural field
dynamics is introduced which establish attention for scale, i.e. which select
prominent maxima of ambiguous scale information.

In the case of having non-unique scale information, the problem appears
how to deal with this ambiguity. The solution we propose is to unfold the am-
biguity in time, thus to sequentially visit prominent structures in scale space.
For constructing panels B and C in Fig. 3, this has been accomplished by in-
troducing an additional slow inhibitory degree of freedom, which destablizes a
selection after some time, so that the system can switch to a different scale.
This adds a behaving component to image analysis. The principle of global
precedence [3] may be used for further constraining the dynamics of scale selec-
tion. According to this principle, scenes are in general analyzed from global to
local scales, which could be considered in our model by assigning larger weights
to global scale information.

From the viewpoint of image segmentation one can consider the here pre-
sented transformation as one processing step within an iterative segmentation
loop. Based on initially scaled information, segmentation can proceed, e.g.,
based on contour information, which in turn would provide input by feedback
into the scaling system to refine the initial guess of a relevant scale. Similarly,
the initial scaling transformation might affect the locus of spatial attention
(the gaze direction of the camera or eye), which in turn can modify scale in-
formation. As a future line of research, this integrative behaving scenario is
expected to be a step towards the understanding of human performance in
image analysis.
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