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Abstract

AdaBoost, a recent version of Boosting is known to improve the per-
formance of decision trees in many classi�cation problems, but in some
cases it does not do as well as expected. There are also a few reports of
its application to more complex classi�ers such as neural networks. In this
paper we decompose and modify this algorithm for use with RBF NNs,
our methodology being based on the technique of combining multiple clas-
si�ers.

1 Introduction

A popular approach to improve generalisation is to combine unstable classi�ers
such as neural networks and decision trees which have low bias. Their problem is
variance, which may be reduced by combining di�erent classi�ers(experts) that
are produced by perturbing the training sets. Methods like Bagging [2], use
random perturbation and simple voting so each expert is independent from the
others (parallel). In Boosting type methods , which are supposed to reduce both
bias and variance[1], the training set of each expert has been �ltered by previous
expert (sequential). Some reports [1, 4, 10]indicate that great improvement
is achieved by these techniques in decision trees upon many arti�cial and real
data sets, but in few cases they do not do as well as expected. Investigations
into these techniques are directed toward a few objectives. Some e�orts are
concerned with mathematical analysing to improve the re-sampling procedure
[3, 6, 8, 11, 14]. Others such as [7, 13, 15] are about multi class problems. Using
these algorithms with other classi�ers [16, 5], or combining these techniques with
other fusion methods are also �elds of research [7]. In this paper we present
di�erent methods of combining to use them in AdaBoost.

2 Boosting and combining classi�ers

Boosting was introduced by Schapire [12], as a method for boosting the per-
formance of a weak learner. After some improvements by Freund [6], Ada-
Boost(Adaptive Boosting) was introduced by Schapire and Freund [8].

Although AdaBoost has evolved [8, 9, 14], we believe that an analysis from
the viewpoint of general combining methodology [17] will help to modify it
for complex classi�ers such as neural networks. These experts are not \weak
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learners" so designer should take care when adding complexity, by increasing
the number of experts, not to damage regularisation and decrease e�ciency.

Although in most cases combining methodologies have been heuristic, there
are a few essential requirements in any application, and di�erent strategies to
satisfy them [17]. In AdaBoost these requirements are satis�ed as follows:

For Producing independent classi�ers or correlation reduction between experts

All experts in AdaBoost use identical feature set and identical kind of learning
machine but each one uses its own training set (picked up with a distribution
calculated in each iteration) .

For Combining mathematical framework AdaBoost uses a hard-level com-
bining with a weighted voting, in which the vote (decision) of each expert has
�xed weighting factor based on its performance over training set.

Consider the space of composite classi�ersfhc =
PT

t=1
�t:htj

PT

t=1
�t = 1g,

where hc is composite hypothesis, ht is the hypothesis trained on samples from
a certain distribution Dt in t-th iteration, and �t is the related weighting
factor. AdaBoost is expected to �nd a near optimum solution in this space
(h�c =

P
T

t=1
��t :h

�

t ) asymptotically, by changing the distribution of training set
based on correct classi�cation, and choosing the �t as a logarithmic function of
average error of ht. For many applications asymptotically means a few hundred
of iterations, so a few points should be considered :

� In many cases particularly with complex learners such as neural networks,
increasing the number of iterations reduces e�ciency and is not so prac-
tical, but with fewer iterations the logarithmic weighting factors do not
seem to be optimal. Other combining frameworks may provide better per-
formance when e�ciency is a consideration.

� If we assume (f��t g
T
t=1) as the optimal set, it means that over the whole of

the test set (f(xi; yi)g
N

i=1
) we have:PN

i=1
I(
PT

t=1
��t :h

�

t (xi); yi) = Max
PN

i=1
I(
PT

t=1
�t:h

�

t (xi); yi)

where I(x1; x2) =

�
1 ifx1 = x2
0 otherwise

. In this viewpoint, �t is inde-

pendent of xi, however for di�erent partitions of test set one may �nd
other sets with better performance just over that partition. In other words,
we may consider �t as a function of xi. Estimating such a function, we
may improve performance. Dynamic weighting factors is such an approach
in which another neural network has been trained to estimate a suitable
weighting factor for each pattern. It is referred to as an Oracle and its
design technique is given in[17].

3 Experiments

We provide experiments to explore the above points. In our approach, RBF NNs
with �xed selected centres and �xed variance are chosen as learners. Another
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Figure 1: Error rate (%)of experts and AdaBoost on training and test sets(left)
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Figure 2: Decision boundaries of Bayesian AdaBoost and Dynamic weighs(right)

RBF with 25 centres is used as Oracle in Dynamic weighting which is compared
with some popular combining frameworks as well as AdaBoost.

Since the average rate of correct classi�cation is not helpful in investigat-
ing the behaviour of classi�ers in di�erent parts of test set, we use an arti�cial
benchmark which has a simple theoretical solution of the best possible classi-
�er(Bayesian). With two dimensional inputs, it is suitable for visualisation of
decision boundaries of classi�ers, which helps us to compare the behaviour of
classi�ers in di�erent parts of feature space. The problem consists of two groups
of two dimensional random vectors with Gaussian distribution ( mean [0; 0], var
1 and mean [2; 0], var 4)[18]. We present the results of two real data sets, diabetic
and sonar1, as well.

In AdaBoost, changing theDt which is calculated with respect to error rate of
ht�1 on training set, will change the ht. If the test set of individual experts is the
same set as its training(�ltered set), error rate of individual experts decreases
rapidly, but it does not mean better generalisation. Having a look at �gures
1 and table 1 [sonar] to compare the use of original and �ltered data set for
updating step, we conclude that �ltered adds more complexity so we can see
that for simpler experts this approach has good results; but for more complex
learners, using original data set is better.

Figure 2 [arti�cial] shows decision boundaries of �rst expert, Bayesian clas-
si�er as reference, AdaBoost and Dynamic weighting factors combiner, when
RBF with 5 node is chosen as learning machine and 20 experts are produced
by AdaBoost. It is shown that although both AdaBoost and dynamic weight-
ing combiner successfully mimic the Bayesian classi�ers decision ( central circle)
specially where the number of patterns is high, dynamic weighting is closer to
Bayesian, this conclusion is con�rmed by the result in table 2.

Results of AdaBoost(H-log), soft-level weighted averaging(S-log), order stat-

1thanks to UCI Machine Learning reposity
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# centres single H-log S-log median min/max dynamic
5 -�l. 50.93 61.62 63.98 59.17 66.25 63.52
orig. 61.39 63.70 61.17 65.60 83.06
20 -�l. 54.63 64.69 65.12 66.79 66.17 67.55
orig. 78.49 82.08 79.96 80.17 88.51
50 -�l. 78.70 69.57 73.21 74.51 74.63 76.11
orig. 88.06 89.07 88.15 83.33 89.54
80 -�l 87.96 77.41 81.57 82.5 81.76 83.22
orig. 89.12 89.57 89.74 82.41 89.81

Table 1: classi�cation rate (%) on sonar database using �ltered and original data
in updating on 20 independent run and 10 experts -100 sample for training and 106
sample for test set �l = �ltered and orig=original

# centres single H-log S-log median min/max dynamic
2 -�l. 61.33 74.04 72.06 61.99 60.24 73.48
orig. 73.44 72.76 60.44 63.33 76.98
5 -�l. 69.11 72.52 74.27 72.63 72.24 73.81
orig. 77.66 76.53 72.22 66.42 78.22
10 -�l. 78.89 73.10 74.61 70.16 68.77 72.9
orig 78.41 79.17 64.59 65.2 78.82

Table 2: classi�cation rate (%) on arti�cial database 20 independent run and 10
experts -100 sample for training and 900 sample for test set

#centres single H-log S-log median min/max dynamic
5 -�l. 65.66 66.92 67.74 68.12 69.26 70.39
orig. 70.0 70.2 71.56 70.38 72.32
20 -�l. 73.23 68.8 68.18 66.1 69.99 67.61
orig. 72.17 73.132 71.06 72.12 72.63
30-�l. 73.23 73.18 73.12 72.39 71.60 73.11
orig. 71.72 72.6 76.68 72.35 71.84

Table 3: classi�cation rate (%) on diabetic database 20 independent run and 10 experts
-570 sample for training and 214 sample for test set

single H-Boost S-Boost median min/max dynamic
mean 66.41 67.27 67.9 68.14 66.24 87.67
std 8.46 7.25 7.35 7.52 8.86 8.03

Table 4: results of classi�cation (%) on diabetic database 10 independent run
and 570 randomly chosen sample are used as training set
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istics(mean, min/max) and dynamic weighting factors combiners on above data
sets, presented in tables 1,2,3 show that dynamic weighting factors has better
performance in comparison with other frameworks, and although for more com-
plex NNs the gain of all combining methods is reduced, the sensitivity of this
method is less.

In diabetic data set,an instance of di�cult problem which involves noise
and highly overlapped classes, it seems that AdaBoost can not provide a set
of suitable experts because of many local minima in search space [10, 11]. In
another approach to produce suitable individual experts we have used traditional
type of Boosting for this problem. Here 90 samples are used to train �rst RBF
with 25 centres, the second one trained on a data set with 50% errors and
50% from correct cases and the third one is trained on samples for which �rst
two experts disagree. Di�erent combiners are compared with the case that all
training patterns are used for a single classi�er. A MLP (25 hidden nodes in
one hidden layer trained with LM algorithm)is used as oracle in this experiment,
and results presented in table 4 indicate a great improvement in classi�cation
rate with dynamic weighting.

4 Conclusion

In this work we address dynamic weighting factors which is a 
exible technique
with good performance for combining classi�ers, particularly when more com-
plex learning machines such as NNs, are used. Experimental results on correct
classi�cation rate and visualising decision boundaries show better performance
in comparison with logarithmic weighting factors of AdaBoost and other com-
bining frameworks.
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