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Abstract : This paper describes a global approach to the construction of
Radial Basis Function (RBF) neural net classifier. We used a new
simple algorithm to completely define the structure of the RBF
classifier. This algorithm has the major advantage to require only the
training set (no step learning, threshold or other parameters as in other
methods). Tests on several benchmark datasets showed, despite its
simplicity, that this algorithm provides a robust and efficient classifier.
The results of this built RBF classifier are compared to those obtained
with three other classifiers : a classic one and two neural ones. The
robustness and efficiency of this kind of RBF classifier make the
proposed algorithm very attractive.

1. Introduction

RBF networks have been extensively studied in the past [1] [2] . They
consist of three layers, an input, a hidden and an output layer. The input
layer corresponds to the input vector space and the output layer to the
pattern classes. The whole architecture is therefore fixed by determining
the hidden layer and the weights between the middle and the output layers.
For an input vector X=[x1...xn]

T∈ Rn, and with Nh middle layer neurons, the
activation function ϕ(.)  is described by a centre Cl ∈ Rn and a width σl,

l=1,...Nh. The general equation of an output neuron j is given by :
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When the RBF network is used as a classifier, X is a vector of attributes to
be classified and each output sj(X) represents the membership of X to the
class Ωj.. Thence, the RBF classifier contains m outputs when there are m
disjoined classes. These outputs can be directly used to assign the
prototype X to a class, by taking the one which gives the largest
membership. But other decision rules can also be used. There are several
methods for constructing efficient RBF classifiers [3] [4], but the
algorithms are usually complex. Here, we have used a very simple
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algorithm directly drawn from the intrinsic working of the RBF net-based
classifier.

2. Algorithm presentation

2.1. Principle

The algorithm is designed to iteratively subdivide each of the m basic
classes, disjoined but not necessarily convex, into a set of convex regions
called clusters. Each cluster in the RBF network is represented by a hidden
neuron and an output sj joins together some of them to form the
corresponding class Ωj.. The proposed algorithm can be considered to be a
"fully self-organised" one. It determines the minimal number of local units
needed to represent all the classes known from the learning set. It also
arranges them in such a manner that the receptive field induced by each
hidden neuron optimally covers, in some sense, the attributes space. Each
of these receptive fields is controlled by a scale factor, the width of the
neuron, which is automatically adjusted according to the closest class. The
algorithm gives the size and structure of the RBF net from only the
learning set after a number of iterations that is proportional to the number
of defined neurons. Lastly, a least mean squares technique was used to
determine the weights wij. The RBF classifier is then totally defined and
can be used in a decision making test. All this is done without having to
set-up any parameters. We assume that we have a learning set of N patterns
Xi for which we know the class, taken from m disjoined classes Ωj, j=1 to
m. During iterations, a cluster j is described by its centre Cj and it is
spatially limited in the feature space by an hyperball whose radius is
proportional to the width σj. These clusters are arranged in two ways.
When they belong to different classes, they are disjoined; otherwise, they
could overlap to cover the maximum space region with the smallest
number of hyperballs. The union of the volume delimited by the hyperballs
is Rl . The algorithm adds new clusters until each point Xi of the learning
set is included in at least one cluster of its respective class. The method
necessarily converges, since there will be one cluster for each point in the
worst case where data can not be globally partitioned.

2.2. Algorithm description

Step 1 : Initialisation.
We define m centres Cj, each of which is defined as the gravity centre of
the points Xi ∈ Ωj :

C
Card

Xj
j

i
Xi j

0 1
=

∈
∑

( )Ω Ω  

, j=1 to m.
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Step 2 : Width definition.
The width σj of the neuron j is defined as half the distance between his
centre Cj and the closest centre of another class :

σ j
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Step 3 : Search for isolated point.
We look for the point Xi ∉ Rl  that is at the maximum distance from Rl :
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σ . If there is no such

point, we go to step 4, else the point Xi creates a new centre defining the
class Ωj. A K-means clustering algorithm is used to fit the position of the
centres. Then we go back to step 2.

Step 4 : Learning.
The network weights wlj, which mathematically produce a non-convex
union of each class clusters, are calculated by a least square method. The
desired output of a point Xi which belongs to Ωj is set to 1 while the others
are set to zero.

2.3. Basic example

We illustrate here the main steps of the algorithm for solving pattern
recognition problem of 3 classes from two attributes. So the RBF network
has two inputs and three outputs. The learnset shown in figure 1, is
composed of 100 points for each class.
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We can see that these classes are disjoined and the second one is non-
convex. Figure 2 shows the three initial centres {C1,C2,C3} which are the
gravity centres of the classes. Each induced cluster is delimited by a circle
whose radius is equal to the width of the corresponding neuron. Obviously,
the cluster of centre C2 is not sufficient to represent class 2. This one will
be subdivided in several subclasses. At the first algorithm iteration, the
point named Xj in figure 2 is the farther from the cluster and does not
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belong to it. Adding a new centre and the application of a k-means
algorithm gives the new distribution {C1,C’2,C3,C4} shown in figure 3.
Centre C2 has moved to C'2  due to the minimal distance assignment
principle and all the widths have been updated. The three classes have
been completely discriminated after nine iterations and the nearly-built
neural classifier is composed of eleven neurons, as shown in figure 4.
Though class 3 is convex, it can not be represented by one cluster because
of the proximity of class 2.
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After determining the number and the position of the centres, the weights
of the network are computed.
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Figure 5 shows, in solid line, the borders computed by the network for an
output sj=0.5, j=1,2,3.
We can notice that the border of each class does not exactly correspond to
the borders of the different clusters, because the weights are not unitary.
The small overlap of the classes is due to the points in these areas being at
equal distances between two classes. In a classical pattern recognition
problem these points would be rejected as ambiguous.
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3. Benchmarking studies

Our objective was to develop a general high performance classifier able to
be used for many kinds of pattern recognition problems. We therefore
tested it on a set of databases and compared the results with them of a
European project called ELENA [5] (Enhanced Learning for Evolutive
Neural Architecture). The four databases used project covered a wide
range of domains, two artificial ones (clouds and concentric data), and two
real ones (the Iris and phoneme, used in speech recognition data). All the
files can be downloaded at ftp.dice.ucl.ac.be/pub/neural-
nets/elena/databases.
We compared the results given by the classifier built with our algorithm
with those obtained with three other well-known classifiers (KNN, MLP
and LVQ). The "K nearest neighbor" classifier is classical and is used as a
reference. The MLP, acronym for Multi-Layer Perceptrons, network,
combined with the backpropagation algorithm, is widely known within the
neural networks community. The Learning Vector Quantization model,
proposed by Kohonen, is a simple adaptive method of vector quantization.
The test used to compare the classifier results is performed, using for each
classifier the optimal parameters for each particular database. It is the
Holdout method averaged over five different partitions of the original
database in two independent learnset and testset, each containing half the
total available patterns (patterns used in each partition of the original
database in a learnset and a testset being always the same for each
particular trial from one classifier to another).

Database This classifier KNN MLP LVQ
Concentric 0.8 1.1 2.1 1.6

1.8 2.3 3.6 2.4
1.3 1.8 2.9 2.1

Clouds 12.2 11.6 11.8 12.1
14.2 13.2 14.1 14.4
13.6 12.2 12.8 13.1

Phoneme 10.8 12.1 13.8 16.1
11.1 13.5 17.6 17.9
10.9 12.9 16.1 17.1

Iris 1.3 2.5 1.1 1.2
4.1 5.1 6.7 10.3
2.9 3.5 4.1 6.1

Table 1 : Min, max, mean HO errors in percent of the classifiers for the databases

This kind of test allows several types of analysis. For each classifier the
difference between the minimum and maximum value of the error obtained
by several Holdout tests may be taken as a good image of the classifier
robustness to learnset modifications. On the other hand, it is always
possible to compute the 95% confidence interval for the maximum and
minimum errors, and then decide if the difference between the
performances of classifiers is reliable.
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We show that the proposed algorithm gives very good results in term of
percent classification error and also in robustness. The performances are at
least equal to the best of the other neural classifiers for each database. Its
robustness and its efficiency for different kinds of pattern recognition
problems are always very good, and that without any parameters to setup
to improve its working.

4. Conclusion

Incremental RBF networks have been previously studied [6] but here we
have presented a new simple incremental or "self-organised" RBF network
algorithm which is able to be used in a lot of domains without having to
setup any parameters. We show that the classifier built with this algorithm
gives impressive results for a variety of different databases. The robustness
and efficiency of this RBF classifier are equal, and often better than, those
of other neural network classifiers. We have tried with this algorithm to
translate the RBF network working in the most simple fashion.
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