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Abstract. In this paper we describe a novel approach towards dimen-
sionality reduction of patterns to be classi�ed. It consists of local process-
ing of the patterns as an alternative to the well-known global principal
component analysis (PCA) algorithm. We use a feed-forward neural net-
work architecture with spatial or spatio-temporal receptive �eld connec-
tions between the �rst two layers that yields a transformed feature vector
of signi�cantly reduced dimension. We suggest two techniques to adapt
the weights of the receptive �elds: a local PCA algorithm and training
by online gradient descent. Our dimensionality reduction algorithm re-
quires computational costs that are several times smaller compared to
the classical PCA approach without loosing performance in the subse-
quent classi�cation process. We apply the algorithm to the problem of
handwritten digit recognition as well as to the recognition of pedestrians
in image sequences.

1. Introduction

When applying sophisticated classi�cation techniques like e. g. polynomial clas-
si�ers [6] or support vector machines (SVMs) [4], one is often confronted with
di�culties concerning limited computational power and memory space when
processing high-dimensional patterns, which means in this context, patterns
with more than about several hundred input features. Consequently, a need is
encountered to reduce the number of input dimensions such that the properties
of the patterns which are necessary to successfully carry out the classi�cation
task are retained, while it is desired to discard information that is irrelevant
with respect to the classi�cation task.
A well-known and widely-used classical approach towards dimensionality re-
duction of input patterns for classi�cation is the principal component analysis
(PCA) algorithm (for an introduction, see e. g. [1, 6]). This algorithm min-
imizes the reconstruction error of an input pattern for the desired reduced
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Figure 1: Left: Connections between the neurons of the input layer and the
second layer. The original pattern of size 6 � 6 is divided into four receptive
�elds of size Rx = Ry = 4 with a distance of two pixels in each direction
between the centres of two neighbouring receptive �elds. For clarity, only the
connections to the lower left and to the upper right receptive �eld are drawn.
Right: Linear perceptron-like connections between the second neuron layer and
the K output units for adaptation by gradient descent.

dimensionality. For high-dimensional input patterns, however, problems arise
in performing the PCA algorithm as it then involves the diagonalization of
large matrices, which may lead to strong di�culties that have to be overcome
e. g. by sophisticated numerical or neural methods specially designed to yield
only the �rst (largest) few eigenvalues and the corresponding eigenvectors of
the matrix (see e. g. [1, 5]). Secondly, for real-time applications the processing
time for global dimensionality reduction might be too costly.

2. Description of the dimensionality reduction

algorithm

Our basic idea to overcome the di�culties encountered when classifying high-
dimensional input patterns is local processing instead of the global PCA ap-
proach that aims at reconstructing the pattern as a whole. In this paper, we
examine situations in which the position of a certain feature in the input pat-
tern is characterized either by two indices (as it is the case e. g. for an intensity
value Bxy in a greyscale image where x and y denote the pixel position) or by
three indices (as e. g. in a temporal sequence of greyscale images where three
indices are necessary to de�ne the position of a voxel with intensity Bxyt). In
the following, this \structural dimension" of the input pattern is denoted by
d, where we have d = 2 for images and d = 3 for temporal image sequences.
For the global PCA approach, the value of d is irrelevant as the order of the
features is of no importance. In our approach, however, it must be taken into
account as we regard local relations within limited spatial or spatio-temporal
regions: the pattern is divided into overlapping d-dimensional blocks, later on
called receptive �elds, as shown in Figs. 1 and 2.
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From the neural network point of view, this idea corresponds to a network with
a d-dimensional input layer and a second layer that consists of several branches.
The number of branches is denoted by NRF , the index of a branch by s with
1 � s � NRF . In this network, a layer 2 neuron of a certain branch is not
connected to the complete input layer but only to a small d-dimensional region
of it, sized Rx � Ry input neurons in the d = 2 case. This region is generally
called the receptive �eld of the corresponding layer 2 neuron.
The shared weights principle is applied, which means that each layer 2 neuron
of a certain branch is connected to its receptive �eld by the same con�guration
of weights. The con�guration of the weights connected to a layer 2 neuron at
position (i; j) thus only depends on the branch s in which the neuron is situ-
ated but not on its position (i; j); the weights are thus denoted by rsmn. The
activation of this neuron is then given by

�sij = g

 
RyX
n=1

RxX
m=1

rsmnBDx(i�1)+m;Dy(j�1)+n � �s

!
(1)

with Bxy as the input pattern, g(x) as the activation function, and �s as the
threshold value. The distance of the centres of two neighbouring receptive
�elds in the x and the y direction is given by Dx and Dy, respectively. The
activation patterns

�
�sij
	
in the second network layer can now be regarded as

NRF �ltered versions of the original input image with the NRF �lter kernels
given by the receptive �eld weights frsmng.
In Fig. 1, the dimension of the input feature vector that may e. g. contain
the grey values of an image is 36; in the second network layer, is has been
reduced to 4NRF . The resulting activation patterns

�
�sij
	
in network layer 2

are further processed by a classi�er. Our main task is now to adapt the weight
con�gurations frsmng of the receptive �elds such that most of the information
contained in the original input pattern necessary for the classi�cation task to
be performed is preserved by transformation (1). We will examine the following
two approaches:

Local PCA of the receptive �elds: The training set consisting of all d-
dimensional overlapping receptive �elds extracted from all training examples
is decomposed into its NRF most signi�cant principal components, denoted by
fP s

mng with 1 � s � NRF . The zero component
�
P 0
mn

	
is the corresponding

average vector. The dimension Rx�Ry of such a local feature vector is generally
signi�cantly smaller { in Fig. 1, we have Rx�Ry = 16 { than the dimension of
the original feature vector, which is 36 in the example of Fig. 1. In the d = 2
example, we can now identify rsmn = P s

mn following (1) with a linear activation
function g(x) = x. As for the global PCA method, the average

�
P 0
mn

	
has to

be subtracted from the input pattern before feeding it into the network, which
leads to thresholds given by

�s =

RyX
n=1

RxX
m=1

rsmnP
0
mn: (2)
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This means that the vector
�
BDx(i�1)+m;Dy(j�1)+n � P 0

mn

	
of pixel values in

the receptive �eld connected to the layer 2 neuron at position (i; j) is expanded
with respect to the �rst NRF principal components calculated before. The
corresponding overlaps are represented by the activations of the neurons in
network layer 2. The reduced feature vector

�
�sij
	
can then be processed by

any classi�er.

Training of the receptive �eld weights by gradient descent: In a sec-
ond approach, the neurons of network layer 2 are connected like a linear per-
ceptron with the K output units representing the K classes the network is
supposed to distinguish, as shown in Fig. 1. The resulting network is trained
by a backpropagation-like online gradient descent method; during one training
step, the corresponding weights are updated simultaneously with the recep-
tive �eld weights frsmng and the thresholds f�sg. The training process of the
resulting neural network is described in detail in [8] where the more general
case of spatio-temporal receptive �elds and thus d = 3 is examined, to which
we will refer in section 3.2. We have chosen g(x) = tanh(x) as the activation
function. Although transformation (1) then becomes nonlinear, it shows a lin-
ear behaviour in the limit of small weight values frsmng such that the result
of the local PCA described above is contained in the set of possible results of
the gradient descent training process. The linear perceptron structure aims
at transforming the original features into reduced features

�
�sij
	
in the second

network layer that are linearly separable. Although in the cases examined later
on this could never be achieved perfectly, the obtained distribution of patterns
in the transformed feature space of reduced dimension turned out to be a good
starting point when processing these patterns by more complex classi�ers like
polynomial classi�ers or SVMs.

3. Application to classi�cation tasks

3.1. Classi�cation of handwritten digits

Our �rst application scenario is the recognition of handwritten digits, which
is a classical character recognition problem. Our database contains 20000 ex-
amples altogether, 2000 of each of the K = 10 digit classes, with all examples
normalized to a size of 16� 16 greyscale pixels. We split the database by half
into a training and a test set. Typical representatives of the training set and
the decomposition into receptive �elds are shown in Fig. 2. The classi�er with
which the transformed feature vectors of reduced dimensionality are processed
is a pairwise linear polynomial classi�er [4] that constructs K(K � 1)=2 = 45
separating planes between all possible pairs of classes. Examples of receptive
�eld weight con�gurations (\�lter kernels") obtained by the two adaptation
methods are shown in Fig. 2. The total complexity Ctot of one classi�cation
process, i. e., the number of 
oating-point multiplications and additions needed
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Figure 2: Left: Typical representatives of the handwritten digit database. Mid-
dle: Decomposition of digits into receptive �elds of size Rx � Ry = 5 � 5
pixels with an o�set of Dx = Dy = 2 pixels. Right: Receptive �eld weight
con�gurations (\�lter kernels") for the network con�guration Rx = Ry = 5,
Dx = Dy = 2, NRF = 4 obtained by local PCA adaptation (a) and by gradi-
ent descent training (b). Both methods yield a low pass �lter (a1; b1), a �lter
for diagonal edges (a3; b4), and a Laplacian-like �lter (a4; b3). Furthermore,
method (a) gives another diagonal edge �lter (a2), while method (b) produces
a horizontal edge �lter (b2).

to transform and classify an input example, amounts to

Ctot = Cpre + Cclass = DredRxRy +
1

2
K(K � 1)(Dred + 1) (3)

with Dred as the dimension of the transformed feature vector. It turned out
that the computational cost to calculate the tanh values can be neglected. The
corresponding results are shown in Table 1 for several sizes and o�sets of the
receptive �elds.
Table 1 shows that the computational cost of the preprocessing procedure can
be reduced by about a factor of 4 or 5 compared to the global PCA approach at
a comparable computational cost of the classi�cation itself without an increase
of the recognition error.

3.2. Recognition of pedestrians on image sequences

In this section, we will use our dimensionality reduction method to process
spatio-temporal motion patterns of laterally walking pedestrians, i. e. more
speci�cally, of their legs. To obtain the regions of interest containing the legs
of a pedestrian, we employed the stereo detection and tracking algorithm dis-
cussed in detail in [2, 9]. The regions of interest are normalized in size (24� 24
pixels) and ordered into image sequences consisting of 8 such normalized im-
ages, respectively. The structural dimension is thus d = 3, the actual dimension
of a temporal image sequence amounts to 24 � 24 � 8 = 4608. It is now very
hard, if possible at all, to adapt a polynomial classi�er or an SVM to feature
vectors of such an immense dimension.
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Rx Dx NRF Dred Cpre Cclass Ctot E1 [%] E2 [%]
3 2 1 49 441 2250 2691 4.47 4.74
3 2 4 196 1764 8865 10629 3.90 1.98
5 2 2 72 1800 3285 5085 4.28 4.23
5 2 4 144 3600 6525 10125 3.85 2.35
5 3 4 64 1600 2925 4525 5.12 4.39
7 4 1 9 441 450 891 17.22 17.67
7 4 2 18 882 855 1737 7.38 10.36
7 4 4 36 1764 1665 3429 4.67 5.56
7 3 3 48 2352 2205 4557 3.96 4.57
7 3 4 64 3136 2925 6061 3.63 3.19
Global PCA 50 12800 2295 15095 3.74
Pairwise lin. pol. class. on orig. digits 11565 3.67

Table 1: Results of the classi�cation of handwritten digits for several sizes and
o�sets of the receptive �elds. E1 denotes the error rate on the test set obtained
with a transformation by local PCA, E2 the one obtained by gradient-descent
training of the receptive �eld weights. It is always Rx = Ry and Dx = Dy.

A global PCA involves the diagonalization of a 4608 � 4608 matrix, which
leads to strong numerical problems even if one is interested in the �rst few
hundred principal components only, such that we did not follow this approach
further. Instead, we applied our neural network concept that now becomes
a time-delay neural network (TDNN) with spatio-temporal receptive �elds of
the type described in [8, 9]; the basic TDNN concept is described e. g. in [7].
The training set consists of 3926 pedestrian examples and 4426 non-pedestrian
(\garbage") patterns. The test set contains 1000 pedestrian and 1200 garbage
examples. As described in [9], a network with spatio-temporal receptive �elds
of size Rx � Ry � Rt = 9 � 9 � 5 pixels with o�sets Dx = Dy = 5, Dt = 1,
and NRF = 2 branches turned out to yield by far the best performance. In
the second network layer, each branch then contains 64 neurons, such that the
reduced dimension amounts to Dred = 128.
We adapted the receptive �elds by the gradient descent method and trained
a linear polynomial classi�er as well as a second, third, fourth, and �fth-order
polynomial SVM on the transformed 128-dimensional feature vectors. Due to
the still quite large overlap between the two classes it was of no use adapting
a linear SVM as most support vectors turned out to be slack variables. The
SVMs of order three and higher, however, separate the two classes perfectly
on the training set. Fig. 3a shows that the performance of the TDNN alone
is still better than that of the linear polynomial classi�er due to the temporal
receptive �elds between the second and the third TDNN layer (cf. [8]) o�ering
additional degrees of freedom. The performance is then rising with increasing
order of the SVM, converging for orders higher than about three.
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Figure 3: Recognition of pedestrians in image sequences: Rate of classi�cation
(ROC) curves on the test set for several classi�ers applied to the local features
produced by the gradient descent training method (a) and by the local PCA
method (b). The results are compared to classi�ers applied to the �rst few
images of each sequence, respectively (c). Typical input patterns are shown in
(d).

For the same network con�guration the receptive �elds were adapted using
the local PCA algorithm with a subsequent classi�cation stage. The method
turned out to be more powerful when deriving the principal components only
from the pedestrian patterns of the training set, not taking into account the
garbage. The performance on the test set is somewhat lower but comparable
to the one obtained by the gradient descent method (Fig. 3b). In this case,
however, it decreases with rising order of the SVM, a phenomenon that may be
regarded as an equivalent to the well-known \overtraining" of neural networks.
Using more than the �rst two eigenvectors of the PCA (i. e. NRF > 2) yields
no better results at all.
In Fig. 3c, the performance of several classi�ers on the �rst few original images
of each sequence, respectively, is shown. It was not possible to adapt nonlinear
classi�ers to input vectors containing more data than only the �rst image for
the reason of memory over
ow. The performance is signi�cantly lower than in
Figs. 3a and 3b.
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4. Summary and Conclusion

In this paper we have described an algorithm for dimensionality reduction by
local processing based on a neural network structure with spatial or spatio-
temporal receptive �elds. We propose two methods of adapting the weights
of the receptive �elds. The �rst one consists of performing a local princi-
pal component analysis (PCA); the resulting eigenvectors are then used as
weight con�gurations for the receptive �elds. The second method involves a
backpropagation-like online gradient descent training of the weights of the re-
ceptive �elds. Applying the algorithm to the problem of handwritten digit
recognition as well as to the recognition of pedestrians in image sequences, we
found out that compared to standard global PCA, the computational cost of
dimensionality reduction could be reduced by about an order of magnitude
with no loss in performance. The performance of the two described adapta-
tion methods is comparable in both application scenarios, the gradient descent
method often yielding a slightly higher recognition rate. It is, however, com-
putationally quite expensive in the adaptation phase and convergence is not
necessarily guaranteed, whereas the local PCA method has got a unique solu-
tion that is relatively easy to compute.
Dimensionality reduction by local processing is thus an algorithm that helps to
cope with di�culties concerning limited computational power or memory space
encountered when classifying patterns with very large input dimensions.
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