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Abstract. The Support Vector Machine (SVM) is a statistic learning
technique proposed by Vapnik and his research group [8]. In this paper,
we benchmark SVMs on a face identi�cation problem and propose two
approaches incorporating SV classi�ers. The �rst approach maps the
images in to a low dimensional features vector via a local Principal Com-
ponent Analysis (PCA), features vectors are then used as the inputs of
a SVM. The second algorithm is a direct SV classi�er with invariances.
Both approaches are tested on the freely available ORL database. The
SV classi�er with invariances achieves an error of 1.5%, which is the best
result known on ORL database.

1. Introduction

Face identi�cation is an important �eld of research with many possible appli-
cations. On the other hand, SVMs have been applied successfully to pattern
recognition problems like OCR[6] and face detection[5][9]. In order to con-
tribute to the development of this promising technique, we think it is interesting
to benchmark SVMs with a database widely used in face recognition research.
This is the goal of this work. Therefrom, we propose two face identi�cation
systems incorporating SVMs: a local feature extraction module which feeds a
SVM and a direct SVM with invariances.

The rest of this paper is organized as follows. Section 2 presents the data
base ORL and an brief overview of previous work on it. The approaches we
propose are detailed in section 3. The �nal section is devoted to the discussion
of the results.

2. Data Base

In this work, we have used the ORL database1, a set of pictures taken between
1992 and 1994 at Olivetti Research Laboratory. There are images of 40 di�erent
persons, 10 images were taken of each person. The series of 10 images presents
variations in facial expression, in facial position (there are slightly rotated faces)
and in some other details like glasses/no-glasses. All the photos were taken with
the persons in a frontal position against a dark background, there are small

1Available at http://www.orl.co.uk/facedatabase.html
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Figure 1: Some images belonging to ORL database. The base is composed by
400 images, there are images of 40 di�erent persons (10 images per person).

Algorithm error Algorithm error
PDBNN 4.0 SOM+CN 3.8

Top-down-HMM 13.0 Pseudo-2d-HMM 5.0
Eigenfaces 10.0 L1-1NN 3.8
n-tuple 14.0 cont-n-tuple 2.7

Table 1: Published error rates obtained by several algorithms on ORL database.
The reported test error is the average of 5 experiences. The best result is
obtained by the Continuous-n-tuple classi�er proposed by Lucas.

variations of the background gray level also. The images are 256 gray levels
with a resolution of 92x112 pixels. The �gure 1 shows a subset of the ORL
database.

ORL images have good quality and their size (92x112 pixels) is enough to
implement preprocessing modules like local �ltering or local feature extraction
[1]. However, from the viewpoint of the classi�cation problem, ORL is chal-
lenging due to the large number of individuals to identify (40) with respect to
the little amount of images per person (10, usually 5 for learning and 5 for
test).

Since 1994, ORL has been used to benchmark many face identi�cation
systems. We compile in table 1 the performances of di�erent approaches on the
40-classes identi�cation problem. The PDBNN method (Probabilistic Decision-
Based Neural Network) has been proposed by Lin and al. in [3]; Lawrence and
al. in [1], carry a series of experiments with several algorithms, they propose
mainly an adaptation of the Hidden Markov Model (HMM) algorithm and
a mixture of a non-supervised and a convolutional neural network learning
systems (SOM+CN); in the same article, the performance of the well known
Eigenfaces algorithm is reported; lastly, we show the results obtained by Lucas'
n-tuple and cont-n-tuple classi�ers proposed in [4]. Lucas reported also the
performance of a Nearest Neighbour classi�er based on the L1 distance (L1-
1NN).

Lawrence et al. [1] report the error rate of one of their systems as a func-
tions of the number of subjects considered, with the following results: 1.3%
for 10 persons, 4.33% for 20 persons and 5.75% for 40 persons. This result
illustrate well the kind of challenge posed by ORL : it requires a classi�er able
to generalize from few examples.
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3. Support Vector Machines

The SVM algorithm, proposed by Vapnik in 1995 uses the Structural Risk
Minimization (SRM) Principle to build decision rules with good generalization
properties. A good and detailed introduction to SVMs can be found in [8].
SVMs use decision functions of the form:

f(x) = sgn

 X
xi2SV

�iK(xi; x) + b

!
: (1)

whereK(x; y) is a (possibly non-linear) kernel, and SV is a subset of the training
examples, the so-called support vectors. The key ideas underlying SMS are:
implement SRM by minimizing a worst-case bound on the generalization error;
use a non linear kernel K to implicitly map inputs to a high dimensionnal
feature space, in which data will be linearly separated. The support vectors
xi and weights �i are found by solving a constrained quadratic programming
problem.

In our experiments, three types of kernels are used. The �rst one is the well

known polynomial kernel K(u; v) = (
u
� v)m

d
, here, m is the dimension of the

input space. The other two are based on the distance between patterns. We
have used L1 and L2 distances, which allows us to the following kernels:

� RBF1: K(u; v) = e

P
n

i=1
jui�vij

��m ,

� RBF2: K(u; v) = e

P
n

i=1
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4. Classi�cation Systems

This section presents di�erent approaches that use SVMs to identify the faces.

4.1. Local PCA-SV Classi�er

This algorithm, based on the one proposed by Lawrence 2 et al.[1], can be split
in four modules:

1. Re-scale: The images are re-scaled to a size of 43x51 pixels. This is
done by a simple linear interpolation algorithm.

2. Local Sampling: The 43x51 is transformed in to a list of local windows,
each window is 5x5 pixels and the step between neighbors windows is 4
pixels both in horizontal and vertical directions. There are 130 windows
to analyze. Let's note wk

ij the window centered on the pixel (i; j) of the
k-th image.

3. Local PCA: The p �rst principal components of each window are ex-
tracted. PC Analysis is done independently for each position (window)
of the image, for example, to compute the principal components of the

2The size of the re-scaled image and the size of the mask for local sampling are the same
proposed by Lawrence.
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window wij, one use the data set fwk
ij : k = 1; � � � ; lg. This procedure

allows us to carry out 130 di�erent PCAs. After 1,2,3 the original 92x112
are coded in to a vector of p� 130 components.

4. SV Classi�er: The features vectors obtained in 1,2,3 feed a standard
SV classi�er.

This processing gives a very fast classi�er: to get the principal components
of a window, one only has to compute dot products in IR25 which has low
computing cost.

4.2. Direct SV Classi�er

The simplest approach is to plug the original images into a SV classi�er. This
experience gives an idea of its accuracy without preprocessing the data. To-
gether with the direct SVM we have tested the performances when a little
preprocessing is incorporated: re-scale the images in order to reduce its size.

4.3. Invariant SV Classi�er

This approach is basically the same as direct SV classi�er. The only di�erence,
and important one, is that here, SVMs with invariances are incorporated in
order to get a more robust decision surface. Prior knowledge about the prob-
lem is incorporated by applying transformations to learning examples3. Six
transformations are considered, the four standard translations and two zoom
deformations (zoom and unzoom). Figure 2 shows an original image and its six
transformations. The generation of arti�cial examples grows the training set
from 200 to 1400 examples, which is still quite small for standard SV solvers.
The algorithm is summarized as follows.

1. Synthesis: An extended training set is generated by applying transfor-
mations to the examples.

2. Re-scale: The images are re-scaled to a size of 20x25 pixels. This is done
by a simple linear interpolation algorithm. The size 20x25 is justi�ed by
the results obtained by direct approach.

3. SV Classi�er: The images obtained in 1,2 feed a SV classi�er.

Interested by the excellent performances on OCR obtained by the 1-NN
classi�er based on the Tangent Distance (TD) (see Simard et al. [2]), we decided
to test it on the ORL base. Using 20x25 pixels images, 1-NN-TD reaches an
error rate of 4.0%, which is not better than the performance obtained by the
faster and simpler 1-NN-L1 classi�er (see table 1). We implemented also a
SVM classi�er provided with a RBF kernel based on the TD. The results are
poor: the error rate is about 5% and the classi�er is slow. Given some set of
invariances to implement, computing TD based kernels is more expensive than
use virtual examples. Thus, we decided not to go ahead with TD based SVMs.
One possible explanation to the poor results is that TD is a pseudo-distance
and, therefore, TD based RBF kernels do not satisfy Mercer's Condition.

3This could have been done by applying transformations only to support vectors as
Sch�olkopf et al. suggested in[6], but we decided to apply transformations to the whole
learning set for two reasons: ORL is a very little base (200 training examples) and, due to
the sparsity of the data, in the original direct SV classi�er almost every example is support
of at least 2 (of 40) machines.
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Figure 2: One ORL image and its 6 transformations. The four standard trans-
lations(up, down, right, left) and two zoom deformations (zoom and unzoom)
are considered.

Direct SVM
Resolution 14x18 20x25 28x35 40x50 92x112

Error 6.5 5.5 6.0 6.5 7.0

Table 2: Inuence of the resolution over SVM performance. The optimal resolu-
tion is between 20x25 and 28x35 pixels. Note how a reduction of the resolution
of the inputs can improve the classi�cation rate. The kernel used is RBF2.

5. Results and Discussion

All experiments were performed with 5 training images and 5 test images per
person, without overlapping between training and test sets. In all experiments
the 40 individuals of the ORL database were considered. There are 200 original
training images and 200 test images. In order to better estimate the accuracy
of our classi�ers, the results were averaged over 5 random selections of training
and test sets.

Direct SV classi�ers are tested with two goals: a) to have an idea of how
good SVMs perform on the ORL database without preprocessing and b) to
determine how the resolution of the images inuence the performances and to
get the optimal input size for the invariant SV classi�ers. Results are shown in
Table 2. Note how a reduction of the resolution of the inputs can improve the
classi�cation rate.

Using virtual examples improve the performances as the Table 3 shows. In
this experiment, two kinds of kernels were used: RBF1 and RBF2, remark
how the former, based on the L1 distance, outperforms the more popular RBF
kernel based on the L2 distance.

The Table 3 shows the results obtained by this approach as a function of
the number of principal components p.

The results indicate that SVMs are very suitable for face identi�cation tasks.
In fact, the 1.5% error rate obtained by the invariant SVM can be considered as
the state of the art performance on ORL. Besides this very accurate system, we
have proposed a fast classi�er based on local feature extraction which attains
a 3.7% error rate, this approach is comparable to the Lawrence's CNNA 3.8%
and is signi�cantly faster than the Lucas' Continuous-n-tuple (2.7%).

Some �nal remarks. The RBF1 kernel outperforms manifestly the Euclidean
RBF2 kernel, this result should be kept in mindwhen choosing kernels for future
work. Note also that classi�cation time of the SV classi�ers (mainly the one
generated from the extended training set) can be reduced using the Reduced
Set method proposed by Burges [6]. Another possible issue for future work is to
test the Kernel-PCA algorithm [7], instead of the linear PCA to extract local
features of the images. SVMs have been proved to be robust to overftting,
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Local-PCA SVM
POLY (d=2)

p error
1 3.7
2 3.7

Invariant SVM
RBF2 RBF1

� error � error
0.1 2.8 0.1 1.7
0.3 2.7 0.3 1.5

Table 3: Error rates obtained by Local-PCA SVM and Invariant SVM ap-
proaches. The best result is 1.5% obtained by the Invariant SVM with a L1
RBF kernel. However, the Local-PCA SV classi�er is considerably faster and
its performance is honorable (3.7%).

the results presented in this paper show that they generalize also well when
data are sparse, which con�rms the good regularity properties of large margin
classi�ers.
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