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Abstract. The Generative T opographicMapping (GTM)was devel-
oped and introduced as a principle dalternativ eto the Self-Organising
Map for, principally, visualising high dimensional continuous data. There
are many cases where the observation data is ordinal and discrete and
the application of methods developed speci�cally for continuous data is
inappropriate. Based on the continuous GTM data model a non-linear
latent variable model for modeling sparse high dimensional binary data
is presen ted. The primary motivation forthis w ork is the requirement
for a dense and low dimensional representation of sparse binary vector
space models of text documents based on the multiv ariate Bernoulli event
model. The method is however applicable to binary data in general.

1. Introduction

Generative laten t variable models have recen tly been proposed as tools for
the visualisation and analysis of high dimensional data [1, 5]. The Generative
T opographic Mapping (GTM) [5] was proposed as a means of visualising high
dimensional continuous data on a tw o-dimensional grid.The GTM is essentially
based on a nonlinear mapping from an L = 2 dimensional uniform grid of points
in latent space x 2 <L=2 to a D-dimensional observation space t 2 <D. The
probability of the observations conditioned on the laten t variables p(tjx) is

chosen as an isotropic Gaussian, indicating that p(tjx) =
QD

i=1 p(tijx). The
choice of the uniform prior of each point in latent space gives the observation
data probability as an equally weigh ted mixture of univariate Gaussians. An
eÆcient EM algorithm is then developed for the parameter estimation of each
of the Gaussian mixture components within the GTM data model[5].
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More recently the notion of dealing with binary and categorical data types
has been considered in [1]. As with the GTM the observation data density is
giv en as the following expression.

p(t) =

Z ( DY
i=1

p(tijx; �)

)
p(x)dx (1)

In this case how ev er as the observations are binary then the conditional distri-
bution in (1) is given as a univariate single trial binomial distribution P (tijx) =
p ti
i (1 � pi)

1�ti where pi is the expected value of the binomial variable. The
key assumption of this w orkis that the laten tspace is distributed as a zero
mean, unit variance Gaussian. By introducing a variational approximation for
the conditional element of (1) it is noted that the exponential in troduced will
be quadratic in x and as the Gaussian prior is also quadratic in x the in tegral
of the variational approximation can be solved, v ery elegantly, and so the re-
quired parameter estimates can be given in closed form. How ev er b y imposing
a Gaussian prior on the continuous latent space the model de�ned in (1) will
e�ectively provide a singular value decomposition of the binary observations
onto the plane associated with the tw o most signi�cant singular values.

In contrast to [1, 5] this work considers the latent space to consist of discrete
categorical data points which will each be de�ned by a prior probability P (xk)

such that
PK

k P (xk) = 1. By de�ning the laten t space in such a manner
then we are e�ectively creating a binary latent trait model1 [3]. The primary
motivation for this is to be able to de�ne an alternative semantically dense

[8] representation of a vector space document model based on the multivariate
Bernoulli even t model [2]. The restructuring of a vector space document model
using Independent Component Analysis (ICA) [6] has been proposed in [7].
How ev erthe current linear ICA data models appear to be inappropriate for
iden tifying the mapping fromconc eptspace into word space. We therefore turn
to probabilistic generative models for de�ning the text generation mechanism.

2. Algorithm

Let us consider a latent space representation of ordinal categorical points xk 2
K = fx1; � � � ;xjKjg. Each xk may, in some sense, represent a class or topic
label. The integral in (1) now reduces to a summation and so the observation
probability is given b y.

p(t) =

KX
k=1

(
DY
i=1

p(tijxk; �)

)
P (xk) (2)

Where � de�nes the model parameters. It is interesting to note that the con-
ditional independence of the observation probability density embodied in the

1De�ning the latent space as a hyper-cube pro vides a laten t class model
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product of marginal probabilities is a direct match to the multiv ariate con-
ditional independence of the Bag-of-words document representation [2]. In
dev eloping anExpectationMaximisation procedure for the estimation of the
model parameters the standard approach of forming a relativ e lik elihoodbe-
tween old parameter estimates and new ones yields the following expression
when employing Jensens approximation [4].

~Q =

N;KX
n;k

P old(xk jtn)log

((
DY
i=1

Pnew(tinjxk; �)

)
Pnew(xk)

)
(3)

Where each P (tijx) is de�ned by the Binomial distribution p
ti
i (1�pi)

1�ti . The
generalised linear model [3] for Bernoulli response variables proposes the use of
the logit based link function from the covariates, which in this case correspond
to the latent variables xk. A nonlinear transformation from the latent space is
denoted here in keeping with the general form of transformation proposed in
[5]. The logit transformation is then given as the following.

Eftijxkg = pik =
exp(wT

i �(xk))

1 + exp(wT
i �(xk))

(4)

The estimation of the new parameters can be found in a straightforward
manner [4]. The laten t prior probability is updated in the standard w ay,
Pnew(xk) = 1

N

P
n P

old(xk jtn). Due to the nonlinear link function the es-
timation of the new conditional probabilities requires an inner iterativ eloop
to estimate the parameters wi. The following derivativ es with respect to each
wmi are required.

@ ~Q

@wmi

=
X
n;k

P old(xkjtn) ftin � pikg�m(xk) (5)

If w e are to use Newton or pseudo-Newton type optimisation approaches which
require the inverse of the Hessian then the second order derivativ es with respect
to wmi require to be computed. Note that as the expression for the posterior
probabilities P old(xkjtn) is �xed within this step it does not form part of the
expression for the derivativ e.

@2 ~Q

@wmi@wm0i

= �
X
n;k

P old(xkjtn)pik f1� pikg�m(xk)�m0(xk) (6)

Both of these expressions can be given in convenient matrix format by de�ning
the following set of matrices [5]. The K�M matrix � has individual elements
�m(xk) and W is a M �D matrix with elements wmi. M is a K �D matrix
whose elements are pik and the N � D matrix T represents the binary data
matrix.

TheK�K diagonal matrix whose kth diagonal element is
P

n P
old(xk jtn) is

de�ned as G. P is a K�N matrix with elements P old(xk jtn). Zi is the K�K
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diagonal matrix with elements pik(1� pik). As stated above the estimation of
the parameters W, which de�ne each Pnew(tinjxk) = p tin

ik (1 � pik)
(1�tin), in

this M-step is iterative and a number of optimisation techniques are available
to us. In the case of a simple gradient ascent then the matrix of parameters
W, can be updated using the following iterative procedure.

Wn+1 =Wn + Æn
�
�TPT��TGMn

�
(7)

where Æn is the step size at each n
th update iteration. Note that only the matrix

of binomial distribution means pik de�ned by (4) requires to be updated at each
step. The new value of this matrix is denoted in the usual w aybyMn.The
iterativ ere-w eighted least-squares approach [3] can also be used noting that
w ecan write the Hessian matrix for each independent element ti as Hi =
��TGZi� then using the standard second order Newton type method for
parameter update

Wn+1
i =Wn

i +
�
�TGZi�

��1 �
�TPTi ��

TGMn
i

�
(8)

where Ti , Mi and Wi denote the i
th column of the respective matrices. This

completes the M-step estimation of the new parameters.
Speci�cally, for modeling text documents our prior domain knowledge indi-

cates that the distribution of word occurrences is sparse and so Eftijxkg ! 0.
This suggests that the wi are distributed in a skew edmanner concentrated
about large negative values. A prior over the coeÆcients can be imposed in (1)
such that, for example, p(wi) = �exp(��fkwik

P
j wijg) with � � 0. Setting

� = 1 yields the additional gradient term �1diag(WTW)�Wdiag(1TW) in
(7). Where the M � d matrix of unit values is denoted by 1 and the operator
diag sets all the o�-diagonal terms of the argument to zero.

3. Simulations

The main motivation for this w orkis to dev elopprobabilistic models which
will be able to model the word generation process within text documents and
provide a means to represent documents in an eÆcient manner. Latent Seman-
tic Analysis (LSA) [8] performs a singular value decomposition on the term
document matrix representations of document corpora and the dimensions as-
sociated with the most signi�cant singular values are retained. The absence of a
probabilistic model and the diÆculty in interpreting the transformed represen-
tation motivate the search for other representations. Both the SOM and ICA
[7, 9] have been applied to this domain, it can be argued that the shortcomings
of LSA are also found with these methods.

F or this experiment an arbitrary collection of three thousand documents,
one thousand from each of three newsgroups comp.graphics, alt.atheism,
talk.p olitics.guns, w as tak en from theCMU-Newsgroups2 collection. A vo-
cabulary size of one hundred terms was used throughout in the document rep-
resen tations. The number of laten tpoints, (concepts in information retrieval

2http://www.cs.cmu.edu/~ textlearning

 D-Facto public., ISBN 2-930307-00-5, pp. 1-6B
s

,
ES ork

r 0
A tw
u 0

N l Ne
g 20

N ra
e  

'2 Neu
s l

000 l 
 i

 ia
( r

p tific
B p

ro Ar
e  A

ce on 
l 8

edi ium 
g -2

ngs pos
i 6

 - ym
u 2

 E  S
m  

uro an
),

pe



comp.graphics (50) alt.atheism (38) alt.atheism (10) politics.guns (85)
graphics god people gun
program people objective guns
image religion morality weapons

computer fact moral �rearms
�le atheism evidence law

Table 1: The �ve most probable words i.e. P (ti = graphicsjxk=90)
from each latent point with the maximum posterior probability.

parlance) was tak en as one hundred. The variational approach proposed in [1]
w as employed with the results being identical to those found with LSA (SVD)
and this was unable to uncover the laten tstructure (or laten ttopics) of the
document collection. The EM was run for 20 iterations and a �xed number of
�v e inner iterations were employed for the estimation of theW matrix.
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Figure 1: Distribution of posterior probability of latent points (topics) given a
document P (xkjtn) for eac h group of 1000 documents.

Figure 1. shows the posterior probability that each of the 1000 documents
w asgenerated from the various laten tpoints. It is clear that the algorithm
has been able to de�ne a topical grouping of the documents which re
ect the
groupings within the corpora. It can be seen that the posterior for alt.atheism
has tw omodes, inspection of the �ve most probable w ordsranked for eac h
document by the point associated with the maximum posterior probability
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shows that one set of documents could be associated with discussion on religion
(point 38) and another discusses objective morality (point 10). We can no w
provide a reduced dimensional representation of multiv ariateBernoulli ev en t
models of documents where each axis denotes a mode of the posterior and each
element is a readily interpretable probability of topic relevance.

4. Conclusion

Based on the theoretical basis of the GTM a latent trait model for sparse high
dimensional binary data has been proposed. In this contribution the method
has been applied to the analysis of binary representations of documents which
may have a number of dimensions in excess of 1000 and yet only a small number
of elements will be non-zero. The results have been most encouraging and
further w orkinto Latent T rait/Classdocument representations is underway.
This proposed method is, however, suitable for binary data in general.
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