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Abstract

Bootstrap techniques (also called resampling computations techniques) have
introduced new advances in modeling and model evaluation [10]. Using resam-
pling methods, the information contained in one observed data set is extended to
many typical generated data sets. These procedures based on computer simulation
and cross validation are the last resort when no classical inference is possible due
to the intrinsic complexity of the problem: they can avoid to estimate the noise
distribution from the residuals, like in Monte-Carlo approach which is based on a
hypothesized noi se di stribution.

Resampling allows the modeler to construct a series of new sampleswhich are
based on the original data set, and then to estimate the stability of the parameters.
Properties such as convergence and asymptotic normality can be checked for any
particular observed dataset. In most cases, the statistics computed on the generated
data sets give a good idea of the confidenceregions of the estimates. In this paper,
we debate on the contribution of such methods for model selection, in the case
of feedforward neural networks. The method is described and its effectivenessis
checked through a number of examples.

1 Multilayer Perceptrons(MLP)

Suppose a set of » independent observations of a continuous variable y that we have to
explain from a set of p explanatory variables (1, z2, . .. , #,). We want to use the non
linear models called Multilayer Perceptrons. These models are nowadays commonly
used for non linear regression, forecasting, pattern recognition, and are particular ex-
amples of artificial neural networks.

We consider in the following a multilayer perceptron (MLP) with p inputs, one
hidden layer with A hidden units and one output layer.

In such a network, units are organized in successive layers with connexions con-
necting one layer to the following one. See Cheng et Titterington[2] or Hertz et al. [8]
for details or references.
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The model can be analytically expressed in the following form : the output y is
given by

H P
Yy = do (wo-l-zwhq/)(bh—l—ijhxj)) + € (1)
h=1 ij=1

where ¢ is the residual term, with zero mean, variance ¢ (with normal distribution or
not),

y isacontinuous variable,

@0 isthe identity output function

¢ is(in most cases) the sigmoid

1
o) = 1+ exp(—z)’
Let @ = (wo,w,...,wnm, w1, ..., wpn) bethe parameter vector of the network
and let y(=; @) the computed value for an input @ = (z1,...,2,) and a parameter

vector 6. Thereare H(p + 1) + H + 1 parameters to be estimated.

Classically, if there are numerous data, the first step consists in the division of the
supplied data into two sets : atest set and a training set. The so-called training set
{(®1;01), .-, (®m;ym); (1 <1 < m;m < n)},isused to estimate the weights of the
model by minimizing an error function = 57" (y; — y(@;; 6))” using optimization
techniques such as gradient descent, conjugate gradient or quasi-Newton methods...

The resulting least squares estimator of 8 is denoted by 6, and the resulting lack of
fit for trainingisthe learning error

m

MSE, = %Z (yi - y(wi;é))2~ )

i=1

The training set is used to derive the coefficients (weights) of the model and the
resulting model is tested on the test set. A good regression method would generalize
well on examples that have not been seen before, by learning the underlying function
without the associated noise. The test error can be defined by

MSE; = _1m Zn: (yi—y(azi;é))z. ©)

n .
i=m+1

Most optimization techniques (that are variants of gradient methods) provide local
minima of the error function and not a global one. Practically, different learning con-
ditions (initialization of weights, learning adaptation parameter, sequential order in the
sample presentation, ... ) give different solutions that it is difficult to compare. It is
not easy to know if a minimum isreached, because the decrease of the error functionis
slow, an over-learning phenomenon can occur, etc...For these reasons, numerous stop-
ping and validation techniques are proposed, see for example Borowiak [1], or Hertz et
al [8].
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For multilayer perceptrons, the choice of a model is equivalent to the choice of
the architecture of the network. If one has to select a model among a lot of them, an
exhaustive method would consist in exploring the whole set of possible models, and in
testing all these models on the given problem. The estimation of the performances is
then avery crucia point, all the more so since many factorsintervene to complicate this
evaluation. It is necessary to be certain that the convergence has occurred, to have at
disposal a good quality criterion which allows to decide what is the best model.

2 Bootstrap for parameter estimation

Bootstrap techniqueswere introduced by Efron [5] and are simul ation techniques based
ontheempirical distributionof the observed sample. Letx = (x4, ..., z,) an-sample,
with an unknown distribution function F, depending on an unknown real parameter
6. The problem consists in estimating this parameter 8 by a statistic @ = s(«) from
the sample « and in evaluating the estimate accuracy, athough the distribution  is
unknown.

In order to evaluate this accuracy, B samples are built from the initial sample «, by
re-sampling. These samples are called bootstrapped samples and denoted by *°.

A bootstrapped sample =*° = (z3°, ... ;%) is built by a random drawing (with

repetitions) in theinitial sample @ : Py (2 = 2;) = L; i,j = (1,...,n), where Py
isthe uniform distribution on the original dataset = (z1,... ,zn).
The distribution function of a bootstrapped %\mpIeAaz*b is F, i.e. the empirica

distributionof . A bootstrap replicate of the estimator 8 = s(x)

9" = s(x*?). For example, for the mean of the sample =, the estimator is s(z) =
LS =i, and abootstrap replicate will be s(z*?) = L 57" | 21®.

Then, the bootstrap estimate of the standard deviation of 8 denoted by &.,.:(8) is
given by

and

Itis computed by replacing the unknown distribution function F with the empirical
distribution . In conjonction with these re-sampling procedures, hypothesis tests and
confidence regions for statistics of interest can be constructed.

In the following, the method we propose as atool to select aMLP model issimilar to
the bootstrap method, sinceit relies on re-sampling techniques, but it is non parametric.

3 Bootstrap applied to selection model for ML Ps

Let By, be adata set of sizen,

Bo={(z1;11), ..., (®n;yn); (1 <i <)}
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where x; is the i-th value of a p-vector of explanatory variables and y; is the re-
sponseto «;.

From the original data set /3, (called initial base), one generates B bootstrapped
bases Bf,1 < b < B, (i.e. B uniform drawings of n data pointsin B, with repeti-
tions). For any generated data set /57, an estimator of the MLP parameter vector 6,

denoted by é*b, isfound by application of the backpropagation algorithm [9] for exam-
ple, but any minimization algorithm can be used. So the bootstrap procedure provides

B replications 8™ for model (1).
Then we use 5, as atest base, and evaluate foreach b = 1,... | Band each i =
1,...,ntheresidua estimate
~%b
li=vi—y(xi0 ).
The study of the histogramms of these estimated residuals allows to evaluate the
distribution of the error term ¢, to control its whiteness, etc. For each bootstrapped

sample5;,b=1,... B, (thatisfor each 9*6), the sum of squares of the residuals on
the test base /3, is computed:

TSSEb) =Y ()
i=1
as well as the mean of the squares of the residuals on the test base 55,

n

1
TMSE(®b) = — S (b))

i=1

So, we got avector 7'M SE whose mean valueis fisoor = 4 SF  TMSE(b) and
1/2
standard deviationis e = s |Shey (TMSE(D) = fivonr)’] /

These two values measure the residual variance of the model, estimated from the
bootstrapped samples, and the stability of the parameter vector estimations. So this
technique allows to evaluate a model from only one sample (without splitting it into a
learning base and a test base, which decreases the number of data used for the estima-
tion).

To choose between several architectures M;, Mo, . . ., these computations are re-
peated for each of them, and the best one will be this one that has the best compromise
(theideal isto simultaneously minimize pipoo: aNd opo0:).

The approach is summarized in table 1.

Two main disadvantages must be outlined

o thecomputer simulationtime: if »n or p ishigh, computation time can be very long
even with second-order optimization techniques as BFGS, but it still remains less
than empirical exploration.

o the repetition of extremal data: the risk exists to select a re-sampling data set
for which iterative methods will converge with difficulty. But ignoring these
repetitions could introduce a bias.
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1. To generate B samples of size n by random drawings with repetitions in
the initial base {Bo} = {(x1,41),...,(%n,yn)}. Let us denote by {B;} =
{(=3, 1%, ..., (222,425} the b—th bootstrapped sample, b = 1,... , B.

2. For each bootstrapped sample, b = 1,..., B, to estimate 8 by minimizing
~%b
Dizi [y —y(x" 0)]*, wegetd .

3. The bootstrap standard deviation is given by:

) B 1/2
Tboot = m bz_; (TMSE(b) - /'Lboot)2 )
where
1 B
Hboot = 35 ; TMSE(b).

Table 1. Re-sampling algorithm (bootstrap procedure) used to compute jipe0t aNd opoot
(typicaly 20 < B < 200).

Many other re-sampling procedures have been proposed in the statistical literature:
cross-validation, Jackkniffe,etc . . . See Hamamoto [7] and Borowiak [1] for details.

4 Examples

4.1 Examplel: Linear model

We wishtoillustrate the method on asimplelinear case. Consider the problem of fitting
alinear model
y:90+911‘1+92l‘2+...+9pl‘p+6.

We simulate a data set By = (x(f), x(;), yi), ¢ =1,...,500 by putting
AV =i 2 =iv =24 072 40520 4 ¢
where ¢; is arandom variable which possesses the distribution A (0, 4).

B = 50 bootstrapped samples are built, and three models with different architec-
tures are compared.

Model Ml:pIQ,y290+911‘1+92l‘2+€
MOdeIMz:pzl,y290+91l‘1+€
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Model Ms: p =3,y = 0 + 0121 + Oz + O35 + €, with () = i% and 65 = 1

For each model, we compute gio0: (M;) @and o0t (M;).
In this case (see Tab.2 and Fig.1 on the l€eft), it is evident that the best model is the
model M, that is the true model.

4.2 Example 2: Non-linear modeling with smulated data

We simulate adataset By = (x(f), x(;), yi),i =1,...,500, by computing y; asanoisy
output of a multilayer perceptron, defined by

p = 2 input variables,

one hidden layer and 4 neurones on the hidden layer,

6 = (0.5,—0.1,0.2,0.5,—0.4,0.2,0.1,3,0.3,2,0.5,0.1,0.2,2,0.2,3,0.1),

¢ possesses a distribution (0, 0.04).

B = 50 bootstrapped samples are built, and three models with different architec-
tures are compared.

Model M,: two inputs, one hidden layer with 2 hidden neurons
Model M,: two inputs, one hidden layer with 4 hidden neurons
Model M3: two inputs, one hidden layer with 6 hidden neurons

For each model, we compute gio0: (M;) @and o0t (M;).

In this case (see Tab.2 and Fig.1 at theright), it is evident that the best model isthe
model M. It isnot the true model, but it is the best. It is not so surprising since the
Multilayer Perceptrons are always over-parametrized, and that there is no unicity of the
multilayer perceptron function which can model a given function.

4.3 Example 3: Non linear model with real data

In this section, we study a real data set to set the efficiency of the model selection
method that we propose.

The power peak control in the core of nuclear reactorsis explored. The problem has
already been studied in the past, namely by Gaudier [6], who constructed a neuronal
model with 22 input variables, 2 hidden layers, (the first one with 26 neurons, the other
with 40 neurons). The model accounts for physical localization of uranium bars and
diffusion processes, and was set to reproduce the classical calculus code, whilewinning
in terms of computing time.

B = 50 bootstrapped samples are built, and three models with different architec-
tures are compared.

Model M,4o: 22 inputs, two hidden layers with respectively 26 and 40 hidden neu-
rons

Model Mss: 22 inputs, two hidden layers with respectively 26 and 35 hidden neu-
rons
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MOdeI Hboot Opoot MOdeI Hboot Opoot
M, 3.9525 0.0155 My 0,04277 0.00019
My 3.9020 0.5985 My 0.04271 0.00029
My 3.9475 0.4259 M 0.04277 0.00028

MOdeI Hboot Opoot
Ms,  0,0473 0.0052
Mss  0.0599 0.0069
My, 0.0492 0.0049

Table 2: ppo0r @8Nd 0p00: TOr the three models in each example.

MSE TIHSE
1 0.045

0.044

I I~ IR

0.042

0.041

) 0.000

MODELE MODELE

TIHSE
0.060
0.055
0.050
0.045

0.040

0.035 4

Figure 1: Boxplotsfor p.0+ foOr the three modelsin each example.

Model Mso: 22 inputs, two hidden layers with respectively 26 and 30 hidden neu-
rons

For each model, we compute tisoot (M;) and oboor (M;).

In this case (see lower table Tab.2 and lower figure Fig.1), the conclusion is not
evident, perhaps the model 115, seems to be the best, (itsresidual variance isthe small-
est), but the more stable is the model M.,. Inthat case, it is necessary to study other
architectures, more different from the 3 that we have considered.
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Provisional conclusion

These exampl esindicate that our techniques can be used for agreat variety of situations.
But, even if the first results are promising, we have now to apply them to many other
cases, and to try to prove theoretical resultsin order to assess our method.
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