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Abstract. Least Squares Support Vector Machines (LS-SVM) have
been developed and successfully applied to classification problems in
many areas. In comparison with several other classical methods this
technique consistently performs very well on a large variety of problems.
Here, results on the application of LS-SVM for classification of brain
tumors based on Magnetic Resonance Spectroscopy (MRS) signals are
presented. Several kernels are used and compared to find the optimal
classifier. Despite the high dimensionality and the scarcity of the in-
put data, and the fact that no additional clinical information is used, a
good ROC and classification performance can be achieved after apply-
ing leave-one-out cross-validation for hyperparameter selection together
with an additional bias term correction. The improvement of this clas-
sification based on MRS signals will lead to an advanced tool for the
discrimination of brain tumors, which is presently under development for
the INTERPRET project [3].

Keywords. Classification, Magnetic Resonance Spectroscopy, Brain tumors,
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1 Introduction
Since the introduction of Support Vector Machines (SVM) [11], there has been

a growing interest in kernel-based methods and many successes have been re-
ported. In this paper we focus on the use of Least Squares SVM classifiers
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(LS-SVM) [7]. In [10] it has been shown that LS-SVM classifiers consistently
perform very well on a large variety of problems in comparison with a large
amount of different methods. LS-SVMs lead to linear systems instead of QP
problems and sparseness and robustness might be imposed where needed. In
comparison with classical neural networks (LS)-SVM perform well in high di-
mensional feature spaces. This motivates the use of LS-SVM classifiers on
the classification of brain tumors based on Magnetic Resonance (MR) Spec-
troscopy (S) signals [6, 8]. Results are reported on a database which is still
under development. First results indicate that LS-SVM classifiers with RBF
kernel perform well, even on raw data without prior expert knowledge.

This paper is organized as follows. In Section 2 we briefly explain the
concepts of Magnetic Resonance Spectroscopy. In Section 3 we give a brief
introduction on LS-SVM. Section 4 presents the application of LS-SVM to the
classification of two types of brain tumors using MRS signals.

2 Magnetic Resonance Spectroscopy

(Nuclear) Magnetic Resonance (NMR) is a non-invasive technique that has
been used to acquire spatially resolved images of living organisms and to mon-
itor changes in the metabolism [1]. The most frequently used application of
MR in humans and animals is MR Imaging (MRI) in which anatomical in-
formation is obtained. Another application of clinical MR is MRS in which
chemical information can be obtained from a well-defined region in for exam-
ple the human brain. Various localization techniques have been developed to
measure MRS signals. Single-voxel techniques acquire information from one
spatially resolved location, called a voxel. The result of a single-voxel MRS
measurement, is a time-domain signal, which is visualized as a spectrum after
a Fourier transformation. In this spectrum peaks corresponding to different
chemical substances can be observed. In proton MR spectra of normal and
pathological brain resonances from e.g. N-acetyl containing compounds (NAc),
choline, creatine, alanine, lactate, lipids and residual water can be observed.
Recent studies indicate that proton MR spectra of brain tumors show differ-
ences in spectral patterns that correlate with the tumor type and grade [6, §8].
This motivates the research described in this paper.

3 Least Squares Support Vector Machines

Given a training set of N data points {zk,yx}2_,, where 7, € R is the k-
th input pattern and y; € {—1,+1} the corresponding given class label, the
LS-SVM classifier [7] takes the form

N
y(x) =sign[)_ o yp K (2, 21) + b] (1)
k=1

where oy, are called support values and b is a constant and are the solution to a
linear system (in contrast with standard SVMs which are related to quadratic
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programming). K(-,-) is a positive definite kernel, often chosen as K (z,z)) =
ziz (linear SVM); K(z,7) = (zFz + ¢)? (polynomial SVM of degree d);
K(x,zp) = exp{—||x — zx||5/0?} (RBF kernel).

The classifier is obtained as follows. A binary classification problem is
translated into the following set of inequalities w” p(xy) + b > +1 if yp = +1
and wTp(zy) + b < —1if yp = —1, which can be written as

ylw @) 48> 1, k=1,..,N. 2)

Here o(+) is a nonlinear mapping of the input space into a higher dimensional
space which can be infinite dimensional. In the primal weight space the classifier
takes the form y(z) = sign[w?¢(z) + b] but is never evaluated in this way.
Instead (1) is applied, where «, b are obtained as follows.

One formulates the optimization problem

N
. 1 1
min Jrs(w, b, e) = §wTw +’Y§ g er (3)
k=1

w,b,e

subject to the equality constraints
yr [wlp(zy) +b) =1—ep, k=1,...,N. 4)

The Lagrangian is L(w,b,e;0) = Jis — Y pmy on{yslwTo(ze) + b — 1+ ex}
with Lagrange multipliers a; € R (called support values). The conditions
for optimality are given by % =0, % =0, g—fk =0, % = 0 which gives

w = chv:l aryre(Tr), Efcv:l aryr = 0, ap = e, yk[wTSO(wk) +b]—1+er =0,
for k =1,..., N. Elimination of w and e gives

T
U G R S )
Y | Q+47T a 1y
with Y = [y1;..;yn], 1o = [1;..;1], e = [e1;...;en], @ = [aq;...; an]. Mercer’s
theorem is applied to the matrix Q with

Q= yry ()T o(z1) (6)
= yry K(zp, ).

Hence one chooses a positive definite kernel K (-, -) that satisfies Mercer condi-
tion.

4 LS-SVM classification of brain tumors

The dataset considered in this paper consists of 47 MR spectra covering two
classes, corresponding to two different brain tumor types, i.e. 23 spectra of
glioblastomas and 24 spectra of meningiomas, labeled as class 1 and class 2,
respectively. The raw data are acquired in the time domain at the centre
IDI (Institut de Diagnostic per la Imatge), contractor of the INTERPRET
project [3]. The signals were acquired at 1.5 T (Philips) using the PRESS pulse
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sequence (TR/TE=2000/136 ms). The results shown in this paper are still
preliminary due to the fact that the database is still under development, but on
the other hand it already gives a good indication of what might be achievable.
A few preprocessing steps are carried out: alignment and phase correction with
Klose’s method [4] and filtering of the dominating residual water peak using
HLSVD [5]. The signals are normalized by dividing by the intensity of the water
peak (using a spectrum without water suppression) [9]. The resulting signal is
transformed to the frequency domain by a FFT transformation. For each signal
the magnitude spectrum is considered only in the frequency region of interest
(-34 Hz to -240 Hz), corresponding to 107 input variables. A few resonance
peaks of chemical substances that may be indicative for brain tumors are the
peaks of choline (-93 Hz), creatine (-105 Hz), NAc (-167 Hz), the doublet of
alanine (central frequency of -203 Hz), the doublet of lactate (central frequency
of -215 Hz) and a lipid peak (-218 Hz).

The mean magnitude spectra on Figure 1 show the peak pattern character-
istics of the two brain tumor classes. Some typical features which distinguish
the glioblastomas from the meningiomas are (1) the presence of lipid peaks
in glioblastomas, (2) the presence of lactate doublets in glioblastomas, (3) the
presence of alanine peaks in meningiomas. The difficulty of distinguishing the
two classes given this dataset is due to the limited number of validated spectra
available.

LS-SVM classifiers are designed and three kernels, namely linear, polyno-
mial and RBF kernels have been tried. The LS-SVM input vector consists
of 107 variables which correspond to the frequency-domain magnitude values
of the frequency region of interest. For each kernel, the hyperparameters are
tuned to achieve the best leave-one-out (LOO) generalization performance, tak-
ing into account the small size of the data set. The LS-SVM with RBF kernel
gives v = 4,0 = 1 after LOO selection with 91.5 percent correct classification.
The polynomial kernel with ¢ = 2 and degree d = 2 gives 78.7 percent correct
classification. With v = 0.078, the LS-SVM with linear kernel also gives 78.7
percent correct classification. These performances are all obtained by applying
first LOO selection to find the optimal tuning parameters and then applying
a bias term correction y(z) = sign[szz1 ar Y K(z,zr) + b+ Ab] where Ab is
chosen such that optimal classification accuracy is achieved. This Ab correc-
tion has been done on the training set due to the fact of the small data set
size. However, the risk for overfitting is minimal because of the LOO tuning
parameter selection and given the fact that LS-SVM classifiers with RBF kernel
incorporate principles of both parametric and non-parametric regularization.

To judge the discrimination ability of the LS-SVM classifier for the brain
tumor dataset, Receiver Operating Characteristic (ROC) curves [2] have been
constructed. ROC curves are often used to evaluate the discrimination between
benign and malignant cases. In Figure 2, the ROC curves are shown. The
area under the ROC curves for the three kernels are 0.9438 (RBF kernel),
0.7862 (linear kernel), and 0.8170 (polynomial kernel). Hence the LS-SVM
with RBF kernel outperforms the choice of the other kernels. An interesting
finding from the mentioned experiment is that, although the given dataset is
scarce and has high dimensionality, the LS-SVM classifier achieves more than
90 percent of correct classification after LOO hyperparameter selection, even
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without incorporating any prior knowledge of the clinical information.

5 Conclusions

LS-SVM have been applied to classify brain tumors based on MR, signals. The
application shows that LS-SVM classifiers are able to learn quite well from the
raw input MR spectra in a high dimensional space, even without any additional
clinical information about the patient or the acquisition of the MR signal. RBF
kernels perform significantly better than linear kernels on this case. Further
research will be based on augmenting the database, incorporating additional
expert knowledge and relevant feature selection methods.
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Figure 1: Mean magnitude frequency spectra of the considered two classes:
class 1 (left), class 2 (right) correspond to the glioblastomas and meningiomas,
respectively. The solid lines are the means, while the dotted lines are the means
plus the standard deviations of each class.
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Figure 2: ROC curves of LS-SVM classifiers for the given brain tumor clas-
sification problem. The Area Under the Curve (AUC) is 0.9438 for the RBF
kernel, 0.7862 for the linear kernel, and 0.8170 for the polynomial kernel.





