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Abstract. Premature babies have a higher risk for mental development
disturbances (the lower the post-menstrual age, the higher the risk) and
therefore it is important to predict at birth time the probability for a
normal mental development and analyse the main risk factors. A data
analysis study has been performed in order to classify premature babies
according to their Mental Development Index. Using a data set with
170 observations and 26 explanatory variables we developed prediction
models using Logistic Regression (LR) and Least Squares Support Vector
Machines (LS-SVM) and compared their performances by means of ROC-
curves.
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1 Introduction

Premature babies have a higher risk for mental development disturbances (the
lower the post-menstrual age, the higher the risk) and therefore it is important
to predict at birth time the probability for a normal mental development [2, 8].

The neonatology division of the University Hospitals Leuven (Belgium) has
measured the Mental Development Index of 170 premature babies born in the
period 1996 - 1998. This index is measured 7 months after the baby is born
and is a number between 50 and 150. If the index is larger than 110 then the
baby has a normal mental development, otherwise the baby has an abnormal
mental development. For all the premature babies 26 explanatory variables
were measured at birth time, e.g. the weight at birth, the sex, the postmenstrual
age, whether the baby has problems concerning the central nervous system or
not, and others. From the 26 factors, there are 19 binary, 1 categorical and 6
continuous factors.
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A reliable test for discrimination at birth time between normal and ab-
normal babies would be of considerable help for the clinicians. The aim is to
construct a model, based on the factors measured at birth time in order to
predict whether the baby will have a normal or abnormal mental development,
at 7 months, i.e. if the index will be higher than 110 or not.

In this paper two methods are applied to construct a predictive classification
model: Logistic Regression (LR) and Least Squares Support Vector Machines
(LS-SVM). LR [1, 4] is a linear model that many statisticians are using as a
standard model to classify observations and is frequently applied in a biomed-
ical context. The drawback of this method is that linear techniques are not
capable to capture possible nonlinear dependencies. Since the introduction
of Support Vector Machines (SVM) [7], there has been a growing interest in
kernel-based methods and many successes have been reported. In this paper
we focus on the use of Least Squares SVM classifiers (LS-SVM) [5]. In [6] it
has been shown that LS-SVM classifiers consistently perform very well on a
large variety of problems in comparison with a large amount of different meth-
ods. LS-SVMs lead to linear systems instead of QP problems and sparseness
and robustness might be imposed where needed. In comparison with classical
neural networks (LS)-SVM perform well in high dimensional feature spaces.

This paper is organized as follows. In Section 2 we briefly explain the
LR model. In Section 3 we give a short introduction to LS-SVM. Section
4 presents the application of LR and LS-SVM on this classification problem
and their performances are compared by means of their Receiver Operating
Characteristic (ROC) curves [3].

2 Logistic Regression

Suppose we have N observations and the response variable Y can only take
two possible values, denoted by -1 and 1. For example, Y = 1 if the baby has
a normal mental development and ¥ = —1 otherwise. In that case, logistic
regression [1, 4] can be used to explore the relation between the response vari-
able Y and several explanatory variables X1, X5, ..., X}, with n the number of
inputs.

Let P = P(X1, Xy, ..., X,,) denote the probability that the mental develop-
ment is abnormal, given the explanatory variables X7, X, ...X,,. The logistic
regression model can then be written as follows:

IOglffP = fo + S1 X1 + B2 Xo + .. + B Xy, (1)
where P /(1 —P) is called the odds that the baby has a normal mental develop-
ment given X1, X, ..., X;,. This equation models the log of the odds or the logit
as a linear function of the explanatory variables; (g is the intercept parameter
and f1,...0, are the slope parameters. The logistic regression model can also
be rewritten as follows:

_ exp(ﬂo—f-ﬂle +62X2++ﬂan)
L+exp(Bo + B1X1 + foXo + . + o Xn)

(2)
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Note that the logit can range from minus to plus infinity, while P falls between
0 and 1. The odds ratio exp(f;) is the ratio of odds for a one-unit increase in
X;. This means that the odds increase multiplicatively by exp(8;) for every
one-unit increase in X;.

Stepwise LR [4] is applied to detect the main risk factors. Stepwise selection
is the process of adding or removing variables from a model until the final model
is relatively the best of the competing models for the data. At each step in
the process, the significance levels of the variables are computed and compared
to specified significance level criteria for entry to or removal from the model.
These significance levels are p-values with respect to a chi-square distribution
with one degree of freedom (x?). A crucial aspect of stepwise LR is the choice
of a significance level to judge the variables. When the stepwise selection
process is terminated, the variables that are not significant at 5% significance
level are removed. This is done in several stages, that is one variable at a
time is removed, and at each stage stepwise regression is again performed.
The drawback of the LR model is that it assumes that the output is a linear
combination of the explanatory factors and therefore is not always capable to
fit a good model to the data.

3 Least Squares Support Vector Machines

Consider a training set of N data points {2 = (zx,yr)}2_,, with input data
zr € R® and output data y;, € {—1,1} in the simple classification case of two
classes. For the case of two classes, one assumes w’ ¢(x) +b > +1 if yp = +1
and wTo(zy) + b < —1 if y;, = —1 which is equivalent to ygx[wT¢(x)) +b] > 1
for k = 1,..., N where w is the primal parameter vector, b is the bias (a real
constant), and ¢(.) is a nonlinear function which maps the input space into a
higher dimensional space. The parameter vector cannot be calculated explicitly,
because the nonlinear mapping is not explicitly known. This problem can be
solved by introducing kernel functions.

The support vector method approach [5, 7] aims at constructing a classifier

of the form:
N

y(w) =sign | > apy K(z, 1) + b (3)
k=1
where oy, are support values and b is a real constant and are the solution to
a linear system when LS-SVMs [5, 6] are used as defined below. For standard
SVMs [7] a quadratic programming problem must be solved. K (,-) is a positive
definite kernel, often chosen as K (z, ) = exp{—||z — zx||3/0?} (RBF kernel)
or K(z,zy) = 2}z (linear SVM).
LS-SVM classifiers are obtained as solution to the following optimization
problem:

N
. 1 7 1 2
min Jps(w,b,¢) = Sw w+7§k§_1ek (4)

subject to the equality constraints

Yk [’LUT(p(:L’k) + b] =1- €k, k= 1)"'>N'
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The first term in the optimization problem is a regularisation term and the
second term controls the minimization of the error. One defines the Lagrangian

N
Lw,b,e;a) = Tis — Y arf{yslw"p(z) +b] — 1 + e} (5)

k=1

where «, are Lagrange multipliers. The Kuhn-Tucker conditions for optimality

oL _ L _ o OL _ aL _ ; ; ; _
0 =0, 5 =0, 52 =0, 50 =0 provide a set of linear equations w =

Efj:l aryrp(zy), ij:l aryr = 0, a = ver, yr[wT p(zg) +b] — 1+ep, = 0, for
k=1,...,N. Elimination of w and e gives

T
oL = ©)
Y | Q177 | [a i,
with Y = [y1;..;yn], 1o = [1;..;1], e = [e1;...;en], @ = [aq;...; an]. Mercer’s
theorem is applied to the matrix 2 with

Qi

o) ()
— e Koo, ™)

Hence one chooses a positive definite kernel K(-,-) that satisfies Mercer con-
dition. Note that the LS-SVM predictive model depends on an adjustable
hyperparameter vector 8 = [o;]. 10-fold cross-validation will be used here as
a method to choose the value of the hyperparameter vector that optimizes the
performance of the LS-SVM model.

4 Classification of the mental development in-
dex using LR and LS-SVM

4.1 Logistic Regression

Important predictors can be selected from stepwise multiple regression analysis
[1, 4]. A crucial aspect of using stepwise LR is the choice of a significance level
to judge the importance of the variables. The significance level for entry in the
model has been chosen equal to 0.15 and the significance level for removing a
variable equals 0.20. When the stepwise selection process is terminated, the
variables that are not significant at 5% significance level are removed one by
one.

The selected main risk factors for mental development disturbances of pre-
mature babies are:

e a low weight at birth
e a low apgarscore 1 minute after birth
e problems concerning the central nervous system

e congenetic problems
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e iatrogenic problems

No interaction terms or transformed factors are found to be significant.

To check the performance on a independent set of observations the whole
data set of 170 observations is randomly split up in a training set (70% of the
data) to get the parameter values of the model and a test set (the remaining
30%) to test the performance of the model on new data. The LR model us-
ing the above 5 predictors gives in 73% of the cases in the test set a correct
classification. The area under the ROC-curve (AUC) equals 0.80.

4.2 Least Squares Support Vector Machines

The LS-SVM predictive model [5, 6] depends on an adjustable hyperparameter
vector 8 = [o;7]. 10-fold cross-validation is used as a method to choose the
value of the hyperparameter vector that optimizes the performance of the LS-
SVM model with RBF kernel. When using all the 26 explanatory variables the
LS-SVM model gives a performance of 67% correct classification in the test set
(AUC=0.69).

A much better performance can be obtained using a selected set of inputs.
The LS-SVM model using the 5 predictors selected by the multiple regression
model gives a performance of 92% correct classifications in the test set. The
area under the ROC curve equals 0.93.

The performance of the classical LR model and the LS-SVM using the
inputs selected by stepwise LR can be compared by their ROC-curves using
the following test statistic [3]:

AUCLr — AUCLs—svm
(SEAUCLR)2 + (SEAUCLS—SVM)2 —2x7x% SEAUCLR * SEAUCLS—SVM

(8)
with AUC, g the area under the ROC curve of the LR model, AUCLs_svm
the area under the ROC curve of the LS-SVM model using the selected set
of inputs, SE the standard error on the AUC and r the estimated correlation
between AUCLgr and AUCs_svar- Using this z-statistic the obtained differ-
ence between the two ROC-curves (Figure 1) is denoted as significant (p-value
= 0.03).

z =

5 Conclusions

A data analysis study has been performed in order to classify premature ba-
bies according to their Mental Development Index. Using a data set with
170 observations and 26 explanatory variables we developed prediction models
using Logistic Regression (LR) and Least Squares Support Vector Machines
(LS-SVM) and compared their performances by means of ROC-curves. It is
concluded that LS-SVMs with an area under the ROC-curve (AUC) of 93%
outperform significantly LR models (AUC=80%) in order to predict the men-
tal development at birth time.
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Figure 1: ROC curves of the selected LR and LS-SVM classifiers. The Area
Under the Curve (AUC) on test data is 0.80 for the LR model and 0.93 for the
LS-SVM model with RBF kernel.
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