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Abstract. This work presents the development of an automatic recognition 
system of infant cry, with the objective to classify two types of cry: normal and 
pathological cry from deaf babies. In this study, we used acoustic 
characteristics obtained by the Linear Prediction technique and as a classifier a 
neural network that was trained with the scaled conjugate gradient algorithm. 
Preliminary results are shown, which, up to the moment, are very encouraging. 

 
1. Introduction 
The infant's crying is a communication way, although more limited, it is similar to 
adult's speech. Parents and specialists in the area of child care learn to distinguish 
among the different kinds of baby cries, making use of individual perception for the 
auditive differentiation and interpretation of the several ways an infant cries. Both, 
differentiation and interpretation are totally subjective, and their only support comes 
from training and experience of each person. According to the specialists, babies' 
crying wave carries useful information, to determine the physical state and/or state of 
mind of the baby, the same as to detect possible physical pathologies, mainly cerebral, 
from very early stages. In previous works on the acoustical analysis of baby's crying, 
it has been shown that there exists significant differences among the various types of 
crying, like healthy infant cry, pain cry and pathological infant cry, using 
classification methodologies based on Self-Organizing Maps [1], neural networks [2] 
and spectral analysis [3]. Still, there is not a concrete and effective research technique 
on baby crying with clinical and diagnosis's purposes. 
 
2. Automatic Infant Cry Recognition Process 
The Automatic Infant Cry Recognition process (fig. 1) is basically a problem of 
pattern processing,. The goal is to take the crying wave as the input pattern, and 
finally obtain the type of cry or pathology detected in the baby. Generally, Automatic 
Cry Recognition is done in two steps. The first step is known as signal processing, 
while the second is known as pattern classification. 
In the acoustical analysis, the crying signal is analyzed to extract the more important 
features in the  time domain. The crying wave is filtered to eliminate irrelevant or 
undesirable information like noise, channel distortion, and other particular signal's 
characteristics. Although data are reduced when removing repetitive components, the 
relevant information for patterns classification is preserved in an optimal way. Some 
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of the more usual simple techniques for signal processing are: linear  prediction 
coding, cepstral coefficients, pitch, intensity, among others. 
The set of obtained characteristics can be represented by a vector, and each vector 
may represent a pattern. This pattern is then compared with the knowledge the 
computer has on pattern classification.  
Traditionally, four 
popular pattern 
recognition 
approaches have been 
used: pattern 
comparison, 
stochastic models, 
knowledge based 
systems and 
connectionist models. 

                                               Figure 1 - Automatic Infant Cry Recognition Process 
 
3. Linear Prediction Coefficients 
The objective of the application of these techniques is to describe the signal in terms 
of its fundamental components. Linear Prediction (LP) analysis has been one of the 
time domain analysis techniques more used during the last years. LP analysis attempts 
to predict "as well as possible" a speech sample through a linear combination of 
several previous signal samples. Thus, the spectral envelope can be efficiently 
represented by a small number of parameters, in this cases LP coefficients.  
The particular way in which data are segmented determines whether the covariance 
method, the autocorrelation method, or any of the so-called lattice methods of LP 
analysis is used. The first method that we are using is the autocorrelation LP 
technique, where the autocorrelation function, for the finite-length signal s(n) is 
defined [4]: 
 
 
where, l is the delay between the signal and his delayed version, N is the total number 
of examples. The prediction error function between the data segment s(n) and the 
prediction ŝ(n) is defined as [4]: 
 
 
As the order of the LP model increases, more details of the power spectrum of the 
signal can be approximated. 
 
4. Neural Networks 
Neural Networks are among the more used methodologies for classification and 
patterns recognition. Among the more utilized neural network models, there are the 
feed-forward networks which use some version of the back-propagation training 
method. In general, a neural network is a set of nodes and a set of links. The nodes 
correspond to neurons and the links represent the connections and the data flow 
between neurons. Connections are quantified by weights, which are dynamically 
adjusted during training. During training, a set of training instances is given. Each 
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training instance is typically described by a feature vector (called an input vector). It 
should be associated with a desired output, which is encoded as another vector, called 
the desired output vector. 
The back-propagation training method uses the following technique [5]: given an 
input pattern to the network, its output is compared with the desired output, and a 
distance or error between them is calculated. Next, all relevant weights are adjusted in 
such a way that next time the same instance is processed, the real output is closer to 
the desired one, which means an error decrease. This process continues until a 
minimum error is reached or until a given number of training epochs is completed. To 
evaluate whether the system can perform at an acceptable level, in terms of accuracy 
and efficiency, we used the 10-fold cross validation technique [6]. 
 
5. Scaled Conjugate Gradient Method 
From an optimization point of view learning in a neural network is equivalent to 
minimizing a global error function, which is a multivariate function that depends on 
the weights in the network. Many of the training algorithms are based on the gradient 
descent algorithm.  
Minimization is a local iterative process in which an approximation to the function, in 
a neighborhood of the current point in the weight space, is minimized. Most of the 
optimization methods used to minimize functions are based on the same strategy. The 
Scaled Conjugate Gradient (SCG) algorithm [7] denotes the quadratic approximation 
to the error E in a neighborhood of a point w by: 
 (3) 
 
In order to determine the minimum to Eqw(y)the critical points for Eqw(y) must be 
found. The critical points are the solution to the linear system defined by Moller in [9] 
 (4) 
 
SCG belongs to the class of Conjugate Gradient Methods, which show superlinear 
convergence on most problems. By using a step size scaling mechanism SCG avoids a 
time consuming line-search per learning iteration, which makes the algorithm faster 
than other second order algorithms. And also we got better results than with other 
training methods and neural networks tested, as standard back-propagation and 
cascade neural network. 
 
6. Data Set 
The infant cry corpus has been collected from 31 babies. A set of 78 samples have 
been directly recorded from 31 babies by pediatricians, with digital ICD-67 Sony 
digital recorders, and then sampled at 8000 Hertz. The babies selected for recording 
are from just born up to 6 month old, regardless of gender. For our experiments, we 
took two kinds of crying: normal and pathological crying. Pathological cry is a cry 
from a deaf baby and a cry from a healthy baby is considered normal cry. 78 crying 
records, from both categories, were segmented in signals of one second length. 1036 
segmented samples were obtained, 157 of them belong to normal cry, and 789 to 
pathological cry. 
Infant cry shows significant differences between the several kinds of crying, which 
can be perceptually distinguished by a trained person. The general acoustical features 
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for normal crying show, raising-falling pitch pattern, ascending-descending melody, 
high intensity as shown in figure 2. Pathological crying (fig. 3) shows different 
acoustical characteristics like: intensity lower than normal, rapid pitch shifts,  
generally glottal plosives, weak phonations and silence. 
 
 
 
 
 
 
 

7. Parametric Performance 

Figure 2 - Waveform and spectrogram of 
normal crying 

 

Figure 3 - Waveform and spectrogram of 
pathological crying 

 

In the baby cry we do not have a basic unit for analysis, as phonemes in speech. That 
fact allows us to focus in the analysis and feature extraction of long period patterns. 
For the LP analysis, each one second sample was segmented in windows of 50 ms for 
different experiments. We extracted 16 LP coefficients per window, consequently, the 
feature vectors contain 320 parameters, corresponding to 320 data inputs to the neural 
network. In this situations, the dimension of the input vector is large, but the 
components of the vectors are highly correlated. It is useful in this situation to reduce 
the dimension of the input vectors. An effective procedure for performing this 
operation is principal component analysis (PCA). This technique has three effects: it 
orthogonalizes the components of the input vectors; it orders the resulting orthogonal 
components (Principal Components or PC) so that those with the largest variation 
come first; and it eliminates those components that contribute the least to the variation 
in the data set. After several test, we chose 30 parameters by vector.  
 
8. System Implementation 
For the acoustic processing of the cry waves, we used Praat 4.0.2 [8] to obtain the LP 
coefficients. To perform pattern recognition, a 30 input nodes-- 15 nodes in the 
hidden layer- 2 output nodes, feed-forward network was developed for training and 
testing LPC samples. The number of nodes in the hidden layer were heuristically 
established. The implementation of the neural network and the training method were 
done with the Neural Networks ToolBox of Matlab 6.0.0.88 [9]. The same Matlab 
version was used to implement the PCA algorithm.  
 
9. Experimental Results 
The neural networks were trained to classify the cries into normal and pathological 
classes.  For training in the first case, with 10-fold cross validation technique, the 
sample set is divided into 10 subsets (4 groups with 32 samples and 6 groups with 31 
samples), each time leaving one set for testing and the remaining for training. This 
process is repeated until all sets have been used once for testing. In this way, we 
applied a total of 1413 samples of each class for training and 157 samples for testing. 
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The classification accuracy was calculated by taking the number of correctly 
classified samples by the network, and divided by the total number of samples into the 
test data set. The classification results from each network for every cry category, are 
shown in Figure 4.  
 

Figure 5 - Infant cry classification using a SCG neural network with 15 hidden nodes, and 
30 Principal Components out of 320 LPC coefficients from 1036 samples. 

 
 
 
 
 

Figure 4 - Infant cry classification using a SCG neural network with 15 hidden nodes, and 30 
Principal Components out of 320 LPC coefficients from 314 samples. 

 
In a second experiment, for testing purposes, we used the total number of samples. In 
this case, as in the previous experiment, the training was done through the same total 
number of samples of each class, which is 1413. Then, given that we have more 
pathological samples available, we used 157 and 879, from normal and pathological 
crying respectively, for testing as shown in  Figure 5. The value under last column 
represents the accuracy in the classification, which is 86.20 %. 
 
 
 
 
 

Recent work on cry analysis,  by Ekkel [10], attempted to expand the set of useful 
sound features, and tried to find a robust way of classifying these characteristics based 
on a Radial Basis Function network. Ekkel tried to distinguish between healthy 
infants (‘normal cases’) and infants diagnosed by a medical expert as ‘abnormal 
cases’ with 38 records. In his investigation he used two sets of patterns. His results 
showed that the most successful feature set yields a correct classification rate of 
85%(±5), using a set that contains information from All Cry Units (ACU), except the 
first aspiration, resulting in 183 patterns. We make a comparison considering that the 
infant cry number and the type of cry are different. 

Confusion Matrix Kind of 
crying Samples

Normal Pathological
Accuracy

Normal 157 149 8 
Pathological 157 20 137 

  
  

Total 314  91.08% 

Confusion Matrix Kind of 
crying Samples 

Normal Pathological
Accuracy 

Normal 157 142 15 
Pathological 879 128 751 

  
  

Total 1036 86.20%

Predicted class Accuracy
Actual class 

Normal Hypoxia  
Normal 79% 21%  
Hypoxia 12% 88%  

Total   85% 

 
 
 
 
 
 
 

Figure 6 - Confusion matrix for multiclassifier system on ACU data set by Ekkel 
 

We want to remark that show Ekkel’s results just to illustrate similar work, even when 
they were obtained under different conditions.  
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10. Conclusions and Future Work 
The SCG Method avoids a time consuming line-search per learning iteration, which 
makes the algorithm faster than other second order Conjugate Gradient algorithms. 
This work has shown good results, with the LP technique, using a neural network 
architecture. We still intent to experiment with other techniques, as well as with the 
length of frames to further improve our results. During the progress of the project, 
besides consistently improving the results, we have gathered useful acoustical 
information on the infant cry. We think that in one moment, this information will be 
very helpful to pediatricians, and doctors in general. Our main problem has been the 
collection of samples, not only in number, but with a good labeling, and with an even 
amount among classes. As future work we consider to collect enough samples to train 
the classifiers appropriately. Also, we plan to experiment with other acoustical 
features  like, cepstrum and Mel coefficients, pitch, intensity, etc, and different 
combinations of them, as well as other neural network models, combination of them. 
Finally, after tuning up our recognizers we will attempt to develop a real time system 
that recognize the infant cry type and emit a synthesized voice message. 
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