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Abstract. We describe a view-based approach for object recognition
that is able to learn and detect object representations from image se-
quences. We introduce a stability value for individual views by tracking
its features over a small range of consecutive views. Based on the stability
a set of key frames is extracted to represent a specific object. Consistent
with psychophysical findings canonical views of objects, e.g. the sides
of a cube, seem to be most stable and therefore suitable for object rep-
resentation. The second novelty of our approach is to recognize objects
from short image sequences by combining the information provided by
the temporal varying input data, which is caused by small rotations of the
observed objects. We show that the performance of recognition is sub-
stantially improved if a sequence of views is processed instead of a single
frame. The detected features are integrated over time and stored in a
short-term memory biasing the recognition stage via feedback. The feed-
back mechanism is adapted from a previous model of cortical boundary
processing to describe the temporal dynamics of the interaction between
the short-term memory and the detection stage.

1 Introduction

One of the major tasks in our every-day life is the recognition of three-
dimensional objects. Models, which have been proposed to achieve this task,
can be divided into object-centered and view-centered approaches. There is
psychophysical and physiological evidence that the human brain uses a view-
centered representation of objects. However, most of these approaches try to
recognize objects from single images [6]. We present an object recognition sys-
tem, which incorporates temporal information from short image sequences of
objects rotating around a vertical axis. The creation of object representations
is motivated by a psychophysical experiment in which subjects were allowed
to view objects from various directions [1]. Based on computational investiga-
tions it turned out that planar views (e.g. the sides of a cube) seem to be most
relevant to accurately learn and recognize objects. The existence of such views
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is due to geometrical singularities in the visual projection of objects, which
are invariant for most vantage points [2]. We extended the model proposed by
Wallraven and Biilthoff [8] to acquire such a robust representation of objects
from image sequences. We combined this approach with a feedback mechanism
[4] to integrate the information of consecutive frames during object recognition.

During the learning stage objects are rotated around a vertical axis present-
ing views from 0° to 360°. The selected set of views (key frames) to represent
individual objects is consistent with the psychophysical findings of Humphrey
et al. [1]. To test the recognition capabilities we first present single frames
under various viewing conditions (feedforward processing). Then we show how
the performance is improved when short image sequences are processed using
a feedback mechanism [4] to bias the current recognition with previous recog-
nition results stored in short-term memory.

2 Object Processing and Learning Architecture

’ Gaussian Pyramid ‘ The main task of the learning part is the extraction of
l stable views of an object. We use computer generated im-
’ o et ‘ ages of three dimensional objects for system evaluation.
For each object, a sequence of 36 views is calculated,
l showing the object rotating in depth around it’s vertical

’ View Stability ‘ axis, one view per step of 10°.
i First, a Gaussian pyramid with 3 scales is calculated
’ Key-Frames ‘ for each view. Each of the following steps is applied sep-
i arately to each scale, if not mentioned otherwise. Af-

ter the stage of feature extraction, the stability of views

is calculated by tracking the features in adjacent views.

Figure 1: Overview of The stability value depends on the number of features

the learning part that can be successfully tracked over a range of views.
y g

Based on these stability values a subset of all views is chosen as key-frames

representing the investigated object.

Corners are used as features because of their high significance in the human
vision system. Corners are extracted with the structure tensor using image
gradients in a neighborhood around each point [7]. A sub-image of 9x9 pixels
around each corner is then used as feature.

’ Feature Reduction ‘

2.1 View Stability

The features of all views are tracked in both directions over a range of 5 views.
The mean value of the percentage of successfully tracked features over all views
is denoted as coverage rate. Since feature are lost over time during tracking the
coverage rate is a monotonically decreasing function T'(p) for each direction
(see figure 4). Features that could not be tracked in at least one direction are
removed from the view.
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Features are tracked in adjacent views by an algo-
rithm described in [8]. This paper uses a matching algo-

|

|

& —_— rithm for corner features in gray-scale images based on
\\\:“—'—-:_-—__/_.- the singular value decomposition (SVD) [5] (see figure 2
&\_ for an example).

k == If the tracking rates are calculated for a view A in

\

both directions, the view stability is calculated as S4 =
figure 2: Thhe traces of ZZ:_S Ta(yp) by integrating the coverage rates. Figure 3
eatures when rotating o} qwg the stability values for a textured cube.
a textured cube .

Views whose features can be tracked better or longer
in adjacent views get a higher stability value than views whose features are lost
after a small rotation (edge views).

85 ‘\1 Computational results show that the

I . stability functions for a three-sided
N ; | . . .

o] 1\ JI\\ / \ / \-\ | prism, a cube and a five-sided prism
/ [ '

had 3, 4 and 5 maxima respectively
for planar views and corresponding
/ L/~ minima for edge views. Even the sta-
~ bility function for more complex ob-
s s jects like a chair had two maxima at
the front and back views. Objects
can be better represented by planar
views because they have a high sim-
ilarity to adjacent views and their features are visible in a greater range of
views.

These results concur with psychophysical experiments about the significance
of planar views in the human object learning and recognition [1].
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Figure 3: Stability values for a textured cube.
Views 0, 9, 18 and 27 are the planar views

2.2 Key Frames

Based on the coverage rates a coverage interval I is calculated for each view.
We consider a view V; to be represented sufficiently by a view V, if the coverage
rate Ty (i) is greater than a chosen minimum track rate T),;,. The coverage
interval I, for view Vi contains all views that are represented sufficiently by
Vi, 1.e. whose coverage rate T4 is greater than T, (see figure 4).

The task is now to choose a subset of all views as key frames, so that all
views are represented at least by one key frame. This problem is known as the
“minimum circle cover problem on weighted intervals” [3]. When using w; =
1 —Si/2-2?:1 S; as weight for the intervals, the algorithm in [3] determines the
set of key frames with minimum size whose intervals cover the whole viewing
circle while maximizing the sum of all key frame stability values. Figure 5
displays the intervals for a cube and the chosen key frames.
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Figure 4: An example of the coverage rate function when Figure 5: Coverage inter-
tracking the features of a view k in both rotation directions. vals for the textured cube
The coverage interval for view k contains all views whose cov- and chosen key frames
erage rate is greater than the minimum coverage rate Tyy,;p, (black)

2.3 Feature Reduction

The features in the chosen key frames are reduced to a maximum number of 64,
32 and 16 for the three scales. The views are subdivided into 64 sub-images.
Then the feature with the lowest structure tensor value from the sub-image
with the maximal number of features is removed repeatedly, until the maximum
number of features is reached. This ensures evenly distributed features while
biasing features with a high 2D structure.

3 Recognition Mechanism

The recognition mechanism uses the same matching algorithm already used
in the tracking process [5]. A presented view is matched against all stored
key frames for all objects. The similarity is determined by the ratio
matched features/features in key frame and the winner object is deter-
mined by simple maximum selection.

Recognition performance was tested with several computer generated ob-
jects: A 3-sided prism, a cube, a 5-sided prism, a little toy, an ant and three
types of chairs. The two prisms and the cube shared a common texture on one
side.

Recognition results for various  Recognition results under various

minimal coverage rates Ty,:  viewing conditions (Tyu, = 0.65):
Tmin | average number | recognition modification recognition
of key frames rate rate

0.50 4.6 88.5% scale 0.8 87.9%

0.65 7.5 95.5% contrast —25% 96.2%

0.70 9.6 95.5% contrast —50% 82.6%

0.75 12.5 97.6% gaussian noise, o = 0.1 95.1%
gaussian noise, o0 = 0.2 89.2%
shearing ' =z +y - 0.2 96.2%
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4 Feedback

A key characteristic of cortical architecture is the existence of feedforward and
feedback connections with localized foci of projection. Although the functional
role of feedback processing is still a matter of intensive investigations, there are
a number of models that describe possible functions.

We adopted a feedback mechanism from a previous model of cortical bound-
ary processing [4]. In our presented work feedback processing is used to handle
sequences of views, where detected views are stored in short-term-memory to
subsequently bias the detection process.

4.1 Computational Mechanism of Gain Control

The input from the recognition stage at time ¢ is
denoted as It representing the similarity matrix of
the presented image to the key frames. A’ denotes
the biased detection result and F? the feedback at
time ¢. The activation A of the detection layer at
time ¢ + 1 is then computed as follows:

Input |

Activa

l1+a-F?
]‘+ZviewsAt,

The weighted average of activities over the views of each object is computed
by a convolution operation (x) utilizing the weighting function A. Because the
detection layer is only sparsely activated by key frames, the coefficients of the
smoothing mask are normalized, so that the sum of all coefficients at key frames
is 1. The inhibitory term 1+ . A limits and normalizes the activities in
the detection layer. We used a Gaussian smoothing mask as Ayjews with o =5
and the scaling factor a = 50. The winner object is then determined by the
maximum in the detection layer.

Figure 6: Scheme of the feed- Attt =7t F' = A x Aviews

back model

4.2 Results

1,

We tested the feedback mechanism
with 9 computer generated cubes with
textures on the front, back and the
two side faces.

The textures were chosen randomly
out of a set of 18 textures (6 types
with 3 variations) so that each texture
% 3+ s & 7 s s 1 u appears on two cubes. By using the

recognition rate
o e o
= © ©

o
=

5 7
number of presented views

Figure 7: Recognition results with the feed-
back model. '+’: Recognition results for each
object, ’¢’: The average recognition rate

method described above, we created
an object database that contained 8.1
key frames per object on average.
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We presented a sequence of n successive views, n = 1,3,5,...,11. An object
is correctly recognized if one of the object’s key frames is the most activated
in the detection layer after the last image was presented.

As can be seen in figure 7 the recognition result is somewhat greater than
50% when presenting only one view, since each texture can be found exactly on
two cubes. The recognition rate increases with the number of presented views
up to 94.4% with 11 views.

5 Conclusion

We presented a view-based object recognition system that is able to recognize
objects from short image sequences. The novelty of our approach is to combine
a model of feedback processing [4] with a view-based object recognition system
[8]. This object recognition system was modified in order to extract an optimal
selection of key frames. Our results show that the recognition performance us-
ing single frames is substantially improved when image sequences are presented.
The biologically motivated feedback that biases the recognition process further
distinguishes our approach from simple feedforward architectures [6].

The current work only considers object rotations around one axis but could
be extended to handle arbitrary rotations. Considering the displacement of
detected features would create additional constraints, which could be included
in our model feedback processing to further improve the results.
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