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Abstract. This paper presents our approach to the rule extraction problem from 
trained neural network. A method called REX is briefly described. REX 
acquires a set of fuzzy rules using an evolutionary algorithm. Evolutionary 
algorithm searches not only fuzzy rules, but also a description of fuzzy sets. 
The way of coding and evaluation process of an individual is presented. The 
method was tested using the following benchmark data sets: IRIS, WINE and 
Wisconsin Breast Cancer Diagnosis. On the basis of the experimental studies 
shown in this paper, we can conclude that rules obtained by REX can be easily 
understood by human – they include small number of premises, and their 
fidelity is very high. Obtained results are compared to other rule extraction 
methods. 

1. Introduction 

In the last decade a big interest in searching methods of knowledge acquisition from 
neural network (NN) has been observed. Most methods of knowledge extraction are 
in the form of the set of the prepositional crisp rules (KT [5], Subset, M of N [12], 
BRE [10], VIA [11]; a detailed survey can be found in [1] and [3]). 
Recently, there is a great interest in fuzzy techniques. Several methods of the fuzzy 
rule extraction from NN [3, 7, 8] and from examples has been proposed [13]. 
However, some of them assume that the fuzzy sets description is given, eventually 
allowing a slight tuning of already existing fuzzy sets. The method presented in this 
paper deal with fuzzy rules and descriptions of fuzzy sets, and is used to extract the 
knowledge from the trained neural network. It uses an evolutionary algorithm to reach 
the goal. 

2. The main idea of the fuzzy Rule Extraction Method (REX) 

The goal of our method is to obtain a set of fuzzy rules, which describes an internal 
decision of NN executing a classification task. A typical classification problem solved 
by NN can be described as follows. A set of examples or patterns is represented by a 
vector of attributes X = [x1, … xk]. Each attribute is associated with one of the NN 
input. Each pattern is classified by NN into one of the mutually exclusive class from a 
set of classes C = {C1,….,CN}. The class is shown by the NN output vector 
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y = [y1,..,yk], where only one yj is equal to 1, and it corresponds to class Cj. Other yi 
are equal to 0. Each rule has a form given by (1): 

 IF x1is Z1i AND … AND xk is Zkj THEN  y1y2…yn (1) 

where each premise xk is Zki states that attribute xk belongs to the fuzzy set Zki. Symbol 
xi corresponds to the input of NN, as well. The conclusion part matches answer of the 
NN. There are no special limitations on a type of NN, although experiments described 
later have been made with MLP [4]. 
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Fig. 1. Schema of the data flow in REX system 

In our approach EA seeks (fig. 1) a complete set of fuzzy rules describing classes 
recognized by the NN. EA optimises the fuzzy sets related to them, as well. After 
each generation rules are evaluated. To perform this task, input patterns [x] are 
sequentially passed to the set of rules created in a given generation. One looks for 
fired rules for each pattern. Concerning the fact that conclusions are not fuzzy, the 
following reasoning procedure takes place during evaluation. First, activations of all 
fired rules are calculated. For active premises of the given rule, membership functions 
are calculated, according to the current pattern. Then, the minimal value is selected 
(T-norm operator) and the result becomes the activation of the given rule. Finally, the 
rule with the highest value of activation is selected. The result of the reasoning is the 
conclusion of the selected rule. 
The set of extracted rules is assessed on the basis of fidelity between the answer of 
NN and the conclusion part of the fired rule for a given input pattern and the patterns 
covering. It means that each individual is evaluated on the phenotype level. 

3. Description of REX method 

REX is an evolutionary algorithm, where an individual represents a set of fuzzy rules 
and fuzzy sets related to them. The length of a chromosome is constant, and each rule, 
premise and fuzzy set can be marked as active or inactive. 

3.1 An individual and the initial population 

As stated before, an individual consists of the collection of fuzzy rules and the 
collection of fuzzy sets grouped according to input variables. The chromosome (fig. 
3) is divided into two parts containing genes coding rules and genes coding fuzzy sets. 
REX uses triangular fuzzy sets (fig. 3). Each fuzzy set is encoded as one real number 
di representing central point, and it begins at the point where the previous active fuzzy 
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set has its central point and ends at the point where the next active fuzzy set has its 
central point. Before each gene corresponding to the fuzzy set or to the rule stands a 
flag F, which informs if it is active or not. This way of coding leads to simpler rules. 
Fuzzy sets related to one input variable form a group of fuzzy sets. In each group of 
fuzzy sets must exist at least one active fuzzy set. 
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Fig 2. A chromosome of an example individual; F – activity bit, PC – code of premise, CC – 
code of conclusion, FC – code of fuzzy set 

Each premise in the rule describes a condition for a given input variable. Premises are 
coded as an integer number related to an index of fuzzy set in a given group of fuzzy 
sets. The conclusion of the rule is binary coded.  
The first population is selected at random. After selecting a random individual, it has 
to be repaired. Fuzzy sets in one group have to be ordered from the smallest to the 
biggest value of the central point. Premises in rules have to point to active fuzzy sets. 
There must be at least one active premise in each rule, at least one active fuzzy set in 
a group of fuzzy sets, and at least c active rules, where c is the number of possible 
classes of solutions. 

3.2 Evaluation of  the individual 

To evaluate an individual in REX, a fuzzy reasoning must be performed. Its result has 
to be compared with that of the NN (fig. 1), giving the following metrics: 
•  corr –the number of correctly classified patterns, that is those patterns that fired at 

least one rule, and the result of reasoning (classification) was equal to the output of 
the neural network; this parameter determines the fidelity of the rule set; 

•  incorr – the number of incorrectly classified patterns, that is those patterns, for 
which the reasoning gave different result from the result of the neural network; 

•  unclass – the number of patterns that were not classified, that is all those patterns, 
for which none of rules fired, and it was impossible to perform the reasoning. 

There are also metrics describing complexity of rules and fuzzy sets: prem – total 
number of active premises in active rules, fsets – total number of active fuzzy sets in 
an individual. They all were used to create the following evaluation function: 

 ( ) ( ) ( ) ( ) ( )iiiiii fsetspremunclasscorrincorrcorrif kkkk ⋅+⋅+⋅⋅+⋅⋅= εδχβ  (2) 

where: i – index of the individual, β, χ, δ, ε – coefficients; k(x) is a function equal to 
2 when x = 0, and equal to 1/x when x ≠ 0. 
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3.3 The evolutionary operators and termination condition 

There are several mutation operators in REX algorithm. Mutation of the central point 
of a fuzzy set (FC, fig. 2) is based on adding or subtracting a random floating-point 
number. Mutation of an integer value (PC) relies on adding a random integer number 
modulo allowed range. Mutation of a bit (F, bits from CC) is simply its negation.  
The crossover operator is uniform one. During the crossover, rules and fuzzy set 
groups can be exchanged between two individuals. 
The algorithm terminates when one of the following conditions occurs: maximum 
number of steps elapsed, there is no progress for certain number of steps, or when the 
evaluation function for the best individual reaches certain value. 

4. Experimental studies 

The tests have been performed on the following test sets taken from UCI Repository: 
IRIS, WINE and Wisconsin Breast Cancer Diagnosis. Obtained results are shown in 
tables 1 to 3, and they are average values from 5 runs. Columns named “%” contain 
fidelity for REX or classification ratio for other methods. Columns signed “NN %” 
inform about the classification ratio of the NN. We compare our results to Full-RE 
[9], which is a crisp rule extraction method from NN, and other methods of extraction 
of fuzzy rules from NN and extraction of fuzzy rules on the base of the set of 
examples only, trying to find similarities between them. 
The assumed parameter values of REX were experimentally determined and they 
were set to: size of a population = 20, mutation probability = 0.01, crossover 
probability = 0.6, maximum number of rules in an individual = 20.  
 

method training testing Sum % NN % 
Full-RE 83/89 60/61 146/150 97.33 97,33 
REX 88/89 58/61 146/150 97.33 98,67 

Tab. 1. Fidelity of training and testing sets for REX and Full-RE 

Next, tests were performed with different test methods on test sets mentioned before. 
First, IRIS data was divided into two partitions – 89 patterns in learning partition and 
61 patterns in testing one. Results show that REX and Full-RE [9] give comparable 
results in terms of fidelity (tab. 1). One can notice that rules extracted by REX are 
very similar to those extracted by Full-RE, taking into account the number of rules 
and the number of premises. Also, boundary values for each attribute in rules 
extracted by Full-RE are very close to centres and widths of fuzzy sets in premises of 
rules extracted by REX (fig. 3.). 
Another test was performed on IRIS data, but using different testing schema – N-fold 
cross validation. 150 patterns were divided into 10 partitions. The results of these tests 
were compared to MDTF [6], which is a method of extraction of fuzzy rules from 
patterns (tab. 2a). The results of these two methods are relatively the same. However, 
we have to keep in mind that REX mimics the NN classification, and is expressed by 
fidelity. The results for MDTF are in terms of classification ratio (number of patterns 
covered by set of rules extracted only on the basis of the training set). The average 
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number of rules obtained by REX method was also less than by method presented in 
[8], where after tuning the final number of fuzzy rules was 6. 
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Full-RE 
IF x2 ≤ 2.1  

THEN Setosa 

IF x2 ≤ 5.1 AND x3 ≤ 1.7  
THEN Versicolor 

IF x2 ≥ 4.8  
THEN Virginica 

 
REX 
IF x2 is PL4  

THEN 100   // Setosa 
IF x2 is PL14  

THEN 001  // Virginica 
IF x2 is PL5 AND x3 is PW8  
THEN 010 // Versicolor 

Fig. 3. Rules extracted by Full-RE compared to REX 

Method no. of 
rules 

% NN % method no. of 
rules 

% NN % 

MDTF 5 97.33 — SLAVE2 5.2 96.76 — 

a. 

REX 3.8 98.67 96.66 

b. 

REX 4 90.98 99.40 

Tab. 2. The comparison of REX results with other methods. a) Classification ratio and number 
of rules for MDTF algorithm and fidelity for REX (IRIS) b) Classification ratio and number of 

rules for SLAVE2 algorithm and fidelity for REX (WINE) 

In order to test the scalability of REX we tested it on a data set with a larger number 
of input parameters. Data set WINE contains 178 patterns with 13 continuous 
variables (tab. 2b). In comparison to SLAVE2 algorithm [2], which extracts fuzzy 
rules from examples, we obtained in average a smaller number of rules. However, 
fidelity of REX was considerably smaller than classification ratio of SLAVE2. 
Similar situation was noticed for the method presented in [7], where classification rate 
was 100%, yet the number of fuzzy rules was 17. 
The last data set used was Wisconsin Breast Cancer Diagnosis. It consists of 569 
patterns, and each pattern has 30 continuous input variables and two possible output 
values. We obtained in average 3 rules with fidelity 95.97% (with classification ratio 
of the NN 95.16%). The results suggest that REX can extract a small number of rules 
from large and complicated (large number of input variables) data sets. 

5. Conclusions 

In this paper the method of extraction of fuzzy rules from neural network is presented. 
The intention of use of REX is not to replace NN – much faster and more accurate 
than reasoning based on the set of rules extracted from it. On the contrary, REX can 
be used in hybrid systems, in explanatory mechanisms. 
This approach focuses not only on extraction of fuzzy rules, but provides the 
simultaneous tuning of fuzzy sets during searching fuzzy rules. It also extracts rule 
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sets in average with a small number of rules from NN for presented data sets. The 
rules contain a small number of premises, too. Tests show that REX can be found as a 
method for rule extraction from domains with a large number of continuous attributes. 
However, in some cases (see comparison REX to SLAVE2) the method can generate 
rules that cover smaller domain area than compared method, but the results from 
SLAVE2 and REX cannot be compared to the full extent. 
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