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Abstract. This work focuses on one of the most critical issues to plague the 
wireless telecommunications industry today: the loss of a valuable subscriber to 
a competitor, also defined as churn. Analytical methods and models intrinsic to 
decision technology and machine learning are here evaluated, in an effort to 
provide the necessary intelligence to identify and understand troublesome 
customers in order to act upon them before they churn. Making use of a large 
real-world database, a thorough analysis is performed. First, due attention is 
given to data representation, with input selection methods being employed in 
the search of the most relevant attributes. Then, the predictive and explanatory 
power of four families of models is compared: neural networks, decision trees, 
genetic algorithms and neuro-fuzzy systems. To conclude, light is shed upon 
the possible savings and profits resulting from the application of the developed 
methodology in the retention strategies of wireless carriers. 

 
 
1. Introduction 
 
 
Few markets today are as competitive or dynamic as the one modern wireless 
telecommunications industry inhabits, as [7] well portrays. With mobile technology 
evolving at a breathtaking pace and the ever growing number of carriers operating 
simu ltaneously in the same areas, consumers face a huge array of options from which 
to choose and satisfy both their hardware and service needs. The amazing flood of 
advertisement promoted by rival carriers is more than a proof of the rampant battle 
that is taking place to obtain new clients and, more importantly, to entice customers 
from the comp etition to change their hearts. This is where churn arises. 
  
Defined as the act of abandoning a carrier in favor of a competitor, churn has become 
one of the most crucial business issues  confronted today by wireless companies. 
Given the cost of acquiring a new customer versus the resources needed to maintain 
an existing one, great competitive advantage and immense financial savings, perhaps 
as much or more than $50 million, can be achieved [8] if the churn of valuable 
subscribers can be accurately predicted in time to be acted upon.  
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Hence, the goal here is to perform accurate classification of future churners while 
spawning, concurrently, the knowledge that will lead to a better comprehension of the 
reasons that cause such behavior. In sections 2 and 3, suitable care is given to data 
representation. Section 4 delineates the methodology utilized in the search for the best 
churn prediction, with various types of models being evaluated and compared (neural 
networks, neuro-fuzzy systems, decision trees and genetic algorithms). The analysis 
of the obtained results and all relevant comparisons are located in section 5.  Section 6 
encompasses a brief profitability analysis of the generated models, in order to identify 
those most financially appropriate for wireless carriers to base their decisions upon. 
Final conclusions and suggestions will be located at Section 7. 
 
 
2. The Data Set 
 
 
The data set used throughout this work is from a major wireless carrier operating in 
Brazil. The database consists of 100,000 subscribers, with the great majority of these 
being users of a single phone number (the most common type of client available).  
 
Available data refers to nine months of consumer usage, from October 2000 through 
June 2001. During this period, average total monthly revenue generated by the 
subscribers in the database was about R$7,290 million and the average revenue per 
individual was close to R$73. 
 
The definition of the target variable, whether each customer can be considered a 
churner or a non-churner, was made based on the closing of all services held by a 
subscriber at the end of the base month. The base month chosen was May 2001, so 
only clients who cancelled their contracts during the month of June 2001 were tagged 
as churners. Those who left the company before the base month were not included in 
the analysis. This procedure for identifying churn is the same as the one currently 
employed by many carriers in the business.  
 
As a result of such definition, only 1,245 of the subscribers present in the data set 
were considered churners, corresponding to a 1.245% monthly churn rate for the 
studied carrier. Unfortunately, this small percentage meant the resulting analysis 
would tend to non-churners. To circle this problem an oversampling procedure [1] 
was employed, resulting in a final data set of 3,500 observations, with a proportion of 
approximately 28% of churners. While a solution, this had a drastic impact on the 
available set of information, no doubt affecting the overall performance of the models 
used. 
 
Having concluded the vital steps of defining the target variable and the observations 
to be used, attention is now focused on the available customer information that 
hopefully will allow the construction of an accurate predictive model.  
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In the wireless telecommunications industry several kinds of subscriber information 
are readily available in massive amounts of corporate data. Using broad categories, 
information relevant to churn analysis can be summarized as follows: 

• Billing data  (monthly revenue, cost of roaming, etc);  
• Usage data (air time, types of services used, etc); 
• Customer demographics data (age, gender, region, etc); 
• Customer relationship data (rate plan, technology used, handset age, etc);  
• Market data (competitor rates, advertising costs, etc). 

 
There were a total of 37 different attributes available in the database. 
 
 
3. Data Representation 
 
 
The goal at this stage is to judge the explanatory power of each input variable in 
respect to the act of churning. By wisely choosing inputs that are closely related to the 
target and improving this relationship through a series of data transformations, more 
precise models can [8] and will be designed. Also, dimension reduction is quite 
desirable.  
 
Two different sets of data were assembled in order to portray the advantages of a 
careful data representation. First, a simple representation was constructed, with almost 
no modification and only minor selection of the inputs being made. Next, for an 
enhanced representation of the data, many methods were employed. Among the most 
meaningful of them is the application of various input selection algorithms to the data 
set, in order to identify attributes that better explain the churn behavior of customers. 
The methods utilized are known as LSE (Least Squares Estimator) and SIE (Single-
Input Effectiveness). It can be said that both LSE and SIE, each in its way, try to 
measure the importance of an input in explaining the variability of a target. All details 
relative to these input selection procedures can be found at [3] and [10], respectively. 
Through these methods, it was established that variables related to the pattern of air 
time consumption by subscribers (such as roaming time, night usage and long 
distance air time) are decisive in defining churn for the studied database. All 
numerical variables were normalized by range, both in the simple and enhanced 
representations. 
 
4. Methodology 
 
 
The challenge at hand, as often stated before, is to build a model that can accurately 
distinguish churners from non-churners. To face this difficult task, four different types 
of models have been evaluated (relevant references follow each model): MLP Neural 
Networks [1, 2], C4.5 Decision Trees [1, 9], Hierarchical Neuro-Fuzzy Systems [4] 
and a data mining tool named Rule Evolver, based on Genetic Algorithms (GA) [6]. 
MLP neural networks evaluated here had a single hidden layer, were trained through 
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backpropagation and had the optimal number of hidden neurons determined 
empirically. The goal is to compare the predictive performance of each kind of model 
and point in the direction of the one better suited for the problem. Moreover, the 
improvements achieved by the enhanced  data representation (10 inputs) over the 
simple representation (with 20 inputs) will be assessed. All results presented in the 
next section shall refer to the optimized versions of the proposed models, obtained 
after an extensive process of best parameter estimation and performance evaluation.  
 
To estimate the generalization error of the tested models, a ten-fold cross validation 
was performed, using the same splits and maintaining churn proportion in every 
training, validation and test data sets, for all models. Training data corresponded to 
70% of the available observations, validation to 20% and test to 10%. 
 
 
5. Results and Discussion 
 
 
As a measure of classificatory accuracy, confusion matrices are a traditional way to 
determine how well a given predictor performs. They clearly illustrate the precision of 
a classification model, comparing correct predictions and error for each of the exis ting 
classes (in this case churners and non-churners). Table 1 portrays the confusion 
matrices for the test data set (350 observations) of all models to be compared, bearing 
the results of the simple and enhanced representation for each model. 
 

Table 1. Confusion matrices for the test data set of each model 
 

  Simple  
Representation 

Enhanced 
Representation 

  Predicted Predicted 
Model Actual non-churner churner non-churner churner 

Neural non-churner 70 % 30 % 77% 23% 
Network  churner 35 % 65 % 27% 73% 
Decision non-churner 69 % 31% 70% 30% 

Tree churner 40 % 60 % 33% 67% 
Neuro non-churner 58% 42% 69% 31% 
Fuzzy churner 33% 67% 25% 75% 

(GA) Rule  non-churner 44% 56% 52% 48% 
Evolver  churner 36% 64% 32% 68% 

 
According to Table 1, the enhanced models significantly outperform their simple 
counterparts, attesting for the vital importance of a careful data representation. 
Among the models, neural networks with 15 hidden units accomplished the best 
classification, followed somewhat closely by the neuro-fuzzy system and the decision 
tree. The genetic algorithm based model proved to be ill suited for the data set at hand. 
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At this point, it is vital to notice that the oversampling procedure that was required to 
adequate the data set produced a small number of observations (only 3,500), a fact 
that undoubtedly contributed for worse results than could have been obtained, for 
example, with a data set of 50,000 subscribers containing 15,000 churners.  
 
 
6. Profitability 
 
 
Confusion matrices are a nice way to measure the predictive power of the proposed 
models. However, they fail to demonstrate the full potential for savings and profits 
such predictors can lend to an enterprise actively using them as a marketing and 
strategic tool [5, 7]. To achieve this, a methodology identical to the one proposed by 
[8] will be utilized, describing in detail the cost savings born on succes sful churn 
reduction strategies based on the predictive accuracy of analytic models (ultimately 
the gap between the cost of an incentive and the cost of the loss of a profitable 
customer).  
 
Table 2 shows the cost savings accrued for the enhanced representation by each 
model for two scenarios: one equal to the carrier’s situation in 2001 (monthly churn 
rate of 1.25%) and another reflecting a higher churn rate of 3%, more realistic for the 
current market situation in 2003, with four carriers operating simultaneously instead 
of two. In all estimations, it is assumed that 50% of the possible churners offered an 
incentive will be retained, that the average monthly bill of subscribers is  $80, that the 
cost of an incentive is $25 per person and that only 20% of those predicted as 
churners can be contacted in a given month. Results are for a carrier with a total of 2 
million subscribers. 
 

Table 2. Savings accrued for the enhanced representation by each model 
 

 Monthly Churn Rate of 1.25% Monthly Churn Rate of 3% 

 
Model 

Monthly 
Savings per 
Subscriber 

Total 
Annual  
Savings 

Monthly 
Savings per 
Subscriber 

Total 
Annual  
Savings 

Neural Network $44.20 $13,260,000 $97.87 $70,464,000 
Decision Tree $5.45 $1,635,000 $75.45 $54,324,000 
Neuro Fuzzy $11.30 $4,890,000 $88.63 $63,816,000 

(GA) Rule Evolver ($63.80) ($19,140,000) $48.20 $34,704,000 
 
As Table 2 depicts, the neural network model with enhanced data representation was 
able to provide expected savings of $44.20 per “churnable” client. This translates into 
more than $15 million a year, and that’s only because the churn rate in the analyzed 
carrier was quite low (1.25%). If the same model were to be employed by a carrier 
with a 3% monthly churn rate, expected savings would rise to an incredible figure of 
$70 million a year.  
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7. Conclusions  
 
 
It was shown that solid analytical modeling can add precious value to churn 
management strategies in the Brazilian wireless telecommunications industry. It  was 
proved that great cost savings can be drawn from well-founded churn retention 
actions. Through input selection, it was verified that the most important variables in 
defining churn for the studied database are those related to the pattern of air time 
consumption by subscribers, like roaming time, night usage and long distance air time. 
This proves that, along with providing knowledge about the most crucial modeling 
variables, input selection methods can grant noteworthy intelligence over which the 
key factors behind churn are. 
 
An important aspect to be explored in future works would be the validation of the data 
preparation and modeling procedures with other data sets, particularly ones with a 
larger monthly churn rate, a larger number of observations and more available inputs 
than the one explored here.  
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