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Abstract.

In text-dependent speaker verification the speech signals have to be time-aligned.
For that purpose dynamic time warping (DTW) can be used which performs the
alignment by minimizing the Euclidean cepstral distance between the test and
the reference utterance. While the cumulative Euclidean cepstral distance, which
can be gathered from the DTW algorithm, could be used directly to discriminate
between a pair of signals spoken by the same and by two different speakers, we
show that a distance measure learned by an artificial neural network performs
significantly better for the same task.

1 Introduction

The problem of speaker verification consists in either accepting or rejecting a claimed
identity based on a test signal recorded from the person to be authenticated and a
reference signal corresponding to the claimed person. Inter-speaker variations, which
may be exploited for this task, can be caused by physical differences of the vocal
tract or by different speaking habits such as rhythm and intonation or dialects. Intra-
speaker variations on the other hand are induced for example by the emotional state
of the speaker, his health or aging [1].

Two general approaches to speaker verification are possible. Either the text to be
uttered is prescribed or not (referred to as text-dependent vs. text-independent speaker
verification). The motivations for a text-dependent, pattern matching-based approach 1

are mainly the good performance for short utterances and the language-independency.
Effectively the language does not matter. Reference and test signals are just required
to have identical wording.

Even though the uttered text is the same for text-dependent systems, the speech
signals will in general not be aligned due to variability inherent to natural speech.
Some kind of time alignment has therefore to be performed prior to comparison.
This can be done by means of dynamic time warping (DTW). Once this alignment

1There exist also text-dependent systems which are not based on pattern matching, such as [3].
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Figure 1: SV system with ANN-based local distance computation

is achieved, text-dependent systems have the big advantage that corresponding frames
of the reference and the test signal can directly be compared to each other, i.e., for each
pair consisting of a reference and a test frame a distance (the so-called local distance)
is computed.

The global distance, based on which the final decision will be made, can be ob-
tained by averaging the local distances over the length of the signal. This approach
is similar to the one taken for example in [4], which uses the Euclidean cepstral dis-
tance2 in the DTW and also to compute the global distance for the discrimination.
The requirements for a distance metric for these two tasks are however very different.
For the DTW a metric is needed which separates different from similar sounds. For
the discrimination task a metric is needed which separates speech spoken by the same
from speech spoken by different speakers. It seems unlikely that the same distance
metric is optimal for both tasks.

In this study the use of an alternative ANN-based distance measure for the dis-
crimination task is investigated. More precisely, the ANN replaces the Euclidean dis-
tance computation only and thus uses as input pairs of feature vectors that have been
extracted from pairs of aligned speech frames.3

Preliminary investigations of various feature types indicated, that the LPC cep-
strum works best with the proposed method for speaker verification, which coincides
with the findings for example in [2].

In the next Section the application of the ANN is described. In Section 3 the results
are discussed and compared to a system using Euclidean cepstral distance for the
discrimination task. In Section 4 some concluding remarks are given.

2 System description

The block diagram in Figure 1 shows the main operations of the ANN-based speaker
verification system. The two speech signals are time-aligned with the DTW algo-
rithm that uses Euclidean cepstral distance as optimization criterion (the preprocessing
steps, i.e., band-limiting, windowing and cepstral mean subtraction are not shown).
For each frame of the aligned signals, the features are extracted, which in this case are
the 12 first coefficients of the LPC cepstrum. The feature vectors of two correspond-
ing frames, one from the reference and one from the test signal, are then combined
(see section 2.2) and fed in the ANN which yields a local distance for this pair of

2The mean square difference between two smoothed logarithmic spectra is efficiently expressed as Eu-
clidean distance of the respective time-limited cepstra.

3Basically the ANN could replace both the feature extraction and the distance computation. In this case
the ANN would directly process pairs of speech frames. This approach has not yet been considered.

ESANN'2004 proceedings - European Symposium on Artificial Neural Networks
Bruges (Belgium), 28-30 April 2004, d-side publi., ISBN 2-930307-04-8, pp. 145-150



frames. The local distances are weighted4 and averaged over time. The result is called
the global distance for the whole speech signal, which is compared to a predetermined
threshold for classification.

2.1 ANN configuration

The ANN used in this study is a fully connected multi-layer perceptron with hyper-
bolic tangent activation function. For the training the well-known back-propagation
algorithm was applied together with adaptive learning rate. The weights were updated
after each epoch as follows:

w(t + 1) = w(t) + ∆w(t) (1)

∆w(t) = −µ(t)
∂E

∂w
(t) + α(t)∆w(t − 1) (2)

µ(t) =




1.05 µ(t− 1) if E(t) < E(t − 1)
0.7 µ(t − 1) if E(t) > 1.01 E(t− 1)
µ(t − 1) otherwise

(3)

α(t) =
{

0.99 if E(t) < 1.01E(t− 1)
0 otherwise

(4)

where E(t) is the MSE between the desired output (0 for identical and 1 for different
speakers) and the effective output of the ANN at epoch t.

As mentioned above, the ANN is used to compute a distance between a pair of
feature vectors. A feature vector consists of the cepstral coefficients c(1) . . . c(12),
and thus 24 input nodes and 1 output node are needed. The number of hidden layers
and nodes were determined experimentally. Optimal results were found with 2 hidden
layers having 60 nodes in the first and 18 nodes in the second hidden layer.

2.2 Input coding and normalization

Ideally the output y of the ANN should behave like a metric and particularly should
have the following symmetry property: y(x1, x2) = y(x2, x1), i.e., the distance
should be the same if the feature vectors of the reference and the test frame are ex-
changed. In principle the ANN could learn this property from appropriately designed
training data. It has turned out, however, that the training of the ANN is extremely
difficult and slow with such input data.

In order to build the desired invariance into the system, we defined a function
g(x1, x2) = g(x2, x1) which has the symmetry property mentioned above, and use
the coded input g(x1, x2) to train the ANN (see also Figure 1). Several reasonable
functions g(., .) exist. The one which yielded the best result is

g(x1, x2) = (x1 + x2, |x1 − x2|) (5)

This function computes the sum and the absolute difference between the feature vec-
tors, and therefore has the desired symmetry property. Since the absolute difference

4In noisy signals, frames with low energy are dominated by the noise characteristics rather than by
speech. A weighting which accounts for this is the sum of the square roots of the test and the reference
frame energies.
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can be expected to be an important information for the classifier, it potentially fa-
cilitates also the training of the ANN. Indeed this type of input coding reduced the
number of training epochs dramatically.

In addition to this coding, the input of the ANN was normalized by means of a
linear transformation in order to have zero mean and diagonal covariance matrix. This
transformation has been found with principal component analysis (PCA). As can be
seen from Figure 2 this normalization again improved the training.
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Figure 2: Learning curves (MSE of local distances in function of training epochs) for
the validation error for the same ANN with and without normalization

2.3 Using transitional information

In a first approach to using transitional information, simply the first and the second
temporal derivatives of the cepstral coefficients were additionally fed to the ANN.
For that purpose the number of input nodes had to be tripled. Indeed the Fisher ratio 5

for the local distances increased considerably. The global distances however showed
worse performance. It seemed surprising at first, that the use of additional informa-
tion can result in a decreased performance of the system. This fact can however be
explained by recalling that the derivatives are estimated by means of first and second
order regression over some 150 ms and 250 ms, respectively (see for example [5]).
These estimates are called delta and delta-delta cepstrum.

The averaging operation performed during regression has two important conse-
quences. First, the longer the regression window the better the local distances get (due
to noise reduction). Second, the correlation of consecutive local distances based on
longer regression windows is higher, which reduces the contribution of information to
the global distances.

As explained above, the ANN is trained to optimally evaluate the local distances.
On the frame level the derivatives have a higher discriminative capability than the

5From means and variances of two classes the Fisher ratio is evaluated as
√

(m1 − m2)2/(σ2
1 + σ2

2).
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cepstral coefficients themselves, and the training will therefore put more emphasis on
transitional than on instantaneous features. This will however yield suboptimal global
distances.

In principle it would be possible to optimize the training for a block of consecutive
frames that is large enough to neutralize or at least reduce the effect of the stronger cor-
relation of the delta features. We preferred an alternative solution, however, namely
to use three parallel ANNs for the classification, one for the instantaneous features
and one for each type of transitional features. The local distance results from a lin-
ear combination of the ANN outputs. The optimal weights were found by means of
discriminant analysis which has to be performed on the global distances.

For the output of the ANNs using cepstral, delta and delta-delta cepstral features,
the optimal combination weights were found to be 0.86, 0.46, and 0.22, respectively.
This shows that instantaneous features do bear more discrimination information than
transitional features, but also that a combination of both is useful.

3 Experimental Results

The speech signals used in this study were collected from 30 male speakers. Some
10 sessions per speaker were recorded within a timeframe of several months. Each
speaker used different telephones and the signals were directly recorded from the dig-
ital telephone network in a-law format. The total duration of the collected speech is
about 3 hours. The features (LPC cepstral coefficients) were extracted from 37.5 ms
long speech frames with a frame shift of 15 ms.

Each of the ANNs was trained with some 500,000 feature pairs from 20 speak-
ers, about half for each class (i.e., identical or different speakers in pair). Tests were
made with speakers from the training set and with the test speakers, i.e. the 10 re-
maining speakers. Thereby the ANNs showed good generalization and therefore can
be considered as virtually speaker-independent.

Figure 3 shows the receiver operating characteristics (ROC) for three different
methods of local distance evaluation in the discrimination task: Euclidean cepstral
distance, ANN-based cepstral distance and the method with three parallel ANNs. As
can be seen from this Figure the gain in performance is quite substantial, mainly due
to the ANN. The equal error probability (EEP) drops from 9.1 % to 5.3 % for roughly
one second long speech signals from the 10 test speakers.

4 Conclusions

In this work an alternative ANN-based metric to discriminate between utterances from
the same and from different speakers was presented. The results were compared to a
system, which uses the Euclidean cepstral distance as metric for the same purpose.
The improvements by the proposed method are quite high. Further improvement was
achieved by including transitional information in the form of the delta and delta-delta
cepstral coefficients. In total the new approach reduced the equal error rate to almost
half of the original system.
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Figure 3: ROC curves for about 1 s long speech signals using three types of local
distance evaluation

A further important result is the very good generalization of the ANN-based metric
for unseen speakers. The ANN seems not to learn speaker-specific features to distin-
guish them, but rather a general rule. This is a very important aspect for practical
applications: New speakers do not require a retraining of the ANNs.
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