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Abstract. We study dimensionality reduction or feature selection in text
document categorization problem. We focus on the first step in building
text categorization systems, that is the choice of efficiently representing
numerically the natural language text. This numerical representation is
going to be used by machine learning algorithms. We propose a represen-
tation based on word clusters.

We build a kernel matrix from the word distribution over the different cat-
egories and apply kernel PCA to extract a low-dimensional representation
of words. On this low-dimensional representation we use K-means cluster-
ing to group words into clusters and use these clusters subsequently in the
document categorization task. We show that kernel PCA based clustering
gives better or comparable performance than several advanced clustering
methods when applied for the standard Reuters corpus.

1 Introduction

Text categorization is an interesting problem in natural language processing that
is solved using machine learning methods [1]. The problem at hand is a stan-
dard classification problem: given a set of documents written in natural language
(English most of the time) and a small set of category labels, learn the assign-
ment of documents to categories given the examples in the training set. Testing
algorithm is done by assigning category labels to previously unseen documents.
We know the correct labels from the documents; we use the ModApté split [2]
of the Reuters corpus.

The categorization task can be divided into two sub-problems: (a) the rep-
resentation of text written in natural language as data suitable for machine
learning algorithms and (b) categorizing the transformed data. We are more in-
terested in the first issue since we believe that the commonly used bag of words
model [1] oversimplifies the document: it reduces them to purely word frequency
counts, removing any semantic information present in the text.

An obvious method of capturing more semantics of the text is to cluster the
words into semantically related groups. Each word in a group will be accounted
as a feature identifying the respective group of words. By reducing the number
of features to the number of word clusters we improve the frequency measures
of related notions: similar words will be grouped into the same cluster.

This grouping benefits in lowering the sensitivity of the document represen-
tation to synonymous words that make related documents seem unrelated in
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the classical bag of words model. Another important benefit of clustering is the
reduction of document vectors from the tens of thousands to the hundreds, an
important gain in storage space.

We employ the kernel PCA method to find a low-dimensional representation
of the words [3]. Since the number of words is too high, we first perform a
selection and reduce the kernel matrix to ≈ 3500 rows and columns. We extract
eigen-directions as coordinate basis in the nonlinear space corresponding to the
kernel we use. The clusters of words are identified over this eigen-space using
the K-means algorithm.

The rest of the paper is structured as follows: in the next section we outline
the existing approaches to word clustering for text categorization. Section 3
presents our method detailing each phase of the algorithm. Section 4 includes the
experimental results of our tests and the last section concludes and enumerates
further research directions.

2 Previous work

The earliest methods for reducing the size of the bag of words model were term
ranking methods in which the distribution of each word over the document
classes is used to decide whether the word is useful or not for text categorization.
Yang and Pedersen [4] compare such methods and find that the χ2 statistic is one
of the best predictors of usefulness for words. These methods are very simple and
yet very efficient because the needed computation time is linear in the number
of words.

Clustering words for text categorization was first used by Baker and McCal-
lum [5] and tested successfully for the Naive Bayes classifier. There are numerous
other methods for clustering words used in text categorization, we implemented
some based on the information bottleneck principle for clustering dyadic data
[6]. The first one is from Dhillon et al. [7] and the second is due to Bekkerman
et al. [8].

We present a different approach to clustering; based on the kernel PCA
algorithm developed by Schölkopf et al. [3]. With this method, we try to reduce
the dimension of word representation space which makes it easier to cluster words
based on semantic similarity. This idea is also the starting point of the spectral
clustering method of Ng et al. [9].

3 The proposed method

The goal of the method is to group words into hard clusters. This can be
formalized as

W = ∪l
i=1Wi and Wi ∩ Wj = ∅, i �= j

where W is the set of words and there are l word clusters represented by Wi.
A straightforward solution would be clustering the word frequencies over

categories using the K-means algorithm. Our approach first transforms the word
representations into a space that is smoother than the original document class
frequency space. This is done by first applying the kernel PCA algorithm [3]
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Fig. 1: The scheme of the algorithm.

and thus transforming each word into the rows of the eigenvector matrix (whose
columns are the eigenvectors corresponding to the most important eigenvalues).
These word representations of low dimensionality are then clustered with the
k-means algorithm to find the word clusters. A schematic description of the
algorithm can be seen in Fig.1, next we detail the steps of the algorithm.

As we found 28664 (no stemming and only punctuation and number removal)
words in the corpus used, this would lead to a far too big kernel matrix and we
propose a simplification of the problem. As most of the words in the corpus have
very low frequency, we select the ones which occur more than 30 times and are
not stopwords. This results in 3494 words. The kernel matrix is built only with
these words.

Then, the kernel PCA algorithm is performed over the selected words. Each
word is represented as a frequency vector over the categories of the corpus wi =
(pi1, ..., pi|C|) where |C| is the number of categories. In the case of the ModApté
split of the Reuters corpus this results in vectors of dimension 90. The kernel
matrix K is computed by computing the kernel function over each pair of words
Kij = k(wi, wj). Possible kernel functions are:

k(wi, wj) = wi · wj =
∑

k

wikwjk (1)

k(wi, wj) = (wi · wj + 1)p (2)

k(wi, wj) = exp

{
−‖wi − wj‖2

2σ2

}
(3)
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For the kernel matrix to be appropriate for principal component analysis, it
has to be centered. This can be achieved by the following transformation, as
described by Schölkopf et al. [3].

K̃ = K − 1mK − K1m + 1mK1m (4)

where (1m)ij = 1
m and m is the number of words.

The principal components of the kernel matrix K are calculated using the
jdqr package [10] and are returned as the diagonal matrix D containing k of the
largest eigenvalues and as the matrix V having as columns the corresponding
eigenvectors.

K(m×m) ≈ V(m×k)D(k×k)V
T
(k×m) (5)

The number of eigenvalues (denoted l on Fig.1) is determined by the rank of the
kernel matrix. In our case 22 eigenvalues exist for the kernel matrix constructed
with the linear kernel, 93 eigenvalues with the RBF kernel and 26 eigenvalues
with the polynomial kernel of rank 2.

After performing PCA, the rows of the matrix formed by the eigenvectors
represent the words. These word representations are clustered using the K-means
algorithm in order to find the semantically related ones. The number of clusters
is decided empirically.

As the rest of the words make 69.29% of the training data, they are assigned
to clusters. This is not an easy task to solve optimally. We simplify the problem
by assigning them to the cluster whose center is closest to the respective word
by using Euclidean distance in the original space of word distributions over
categories.

wi → Wj where j = min
k

(∥∥∥∥∥wi −
∑

wl∈Wk

wl

|Wk|

∥∥∥∥∥
)

(6)

The centers of the clusters are not updated after each word is added to them.
This way every word in the corpus is assigned to a cluster. Transforming the

documents into this representation consists of creating vectors for each document
representing the number of words found in the document that belong to each
cluster. These vectors are then transformed by a tfidf function [1] and then
normalized.

4 Results

To compare this method to the methods found in the literature, we implemented
the clustering methods of [7, 8], the spectral clustering method of [9] as well as the
χ2 term ranking method of [4]. The testing corpus used was the ModApté split
of the Reuters corpus. The LibSVM library [11] was used for classification. The
common performance measures of a text categorization system are precision and
recall, and their harmonic mean, the F1 measure (see [4]). The breakeven point
also provides a good performance metric and is used throughout the literature
(see [8] for detail). It is defined as the value of precision of the system when
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method nr mP mR mBEP mF1 MP MR MBEP MF1

χ2 5209 88.46 84.59 86.52 86.48 71.61 61.25 66.43 66.02

frequency 3494 74.19 69.63 71.91 71.83 47.86 40.00 43.93 43.57

linear kernel 50 82.48 78.09 80.29 80.04 41.90 36.65 39.28 38.67

RBF kernel 100 83.55 79.64 81.60 81.54 50.07 44.15 47.11 46.92

poly 2 kernel 50 84.67 79.40 82.04 81.95 45.35 37.68 41.52 41.16

spectral clustering 200 82.22 77.35 79.78 79.71 47.92 37.33 42.63 41.96

Dhillon et al. 175 80.80 77.00 78.90 78.85 51.22 42.80 47.01 46.63

Bekkerman et al. 125 82.22 77.35 79.78 79.71 46.87 38.16 42.51 42.06

K-means 75 79.82 75.16 77.49 77.41 43.95 36.33 40.14 39.77

Table 1: Results obtained for the Reuters corpus given in percentage. No-
tation: nr=number of words in the first two rows and number of clusters
in the rest, mP=micro-precision, mR=micro-recall, mBEP=micro-breakeven,
mF1=micro-F 1, MP=macro-precision, MR=macro-recall, MBEP=macro-
breakeven, MF1=macro-F 1

precision equals recall or if this value does not exist, then it is defined as the
algebraic mean of the two when they are closest to each other.

The results are shown in Table 1. In the first row we show the results of the
χ2 term ranking method (86.52% mBEP) still unmatched by the other methods
we implemented. The second row shows the results of the term frequency rank-
ing method (71.91% mBEP) with exactly the 3494 terms that are selected to
build the kernel matrix. In the next three rows we give the best results of our
method with different kernels in ascending order of performance: linear, RBF
and polynomial with rank 2 that achieves the highest micro averaged BEP among
all: 82.04%. The subsequent rows show the results of other clustering methods:
the spectral clustering method of Ng et al. [9], the Information Bottleneck im-
plementations of Dhillon et al. [7] and Bekkerman et al. [8]. In the latter case
we did not perform any tuning of the ν, βmin and βmax parameters, meaning
that probably better performance could have been achieved in a cross-validation
setting. The last row shows the results of the straightforward K-means clustering
of words based on the frequency matrix, given as baseline.

5 Conclusions and Future Work

We showed that the presented kernel PCA based clustering method performed
comparable with the other clustering methods we implemented. This is probably
due to the ability of the kernel methods to effectively reduce the dimensionality of
the representation space of words. We comment also on the superior performance
of the χ2 method compared to the other more sophisticated methods: the good
performance of the χ2 term ranking method can be due to the specifics of the
Reuters corpus. As Bekkerman et al. [8] also note, most of the big categories
of the Reuters corpus can be identified based on only a very few keywords (for
example the “earn” category comprising of 1087 test documents can be identified
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with 87% precision based on the appearance of the single “vs” token). This
property does not favor clustering because the other words assigned to the cluster
of “vs” appear as noise and degrade performance.

A direction of further exploration is to test these methods on the 20 News-
groups corpus to compare the methods on more evenly distributed data. Another
direction is the combination of kernels [12] in order to be able to better interpret
the dimensionality reduction of word representations.

Analyzing the relationship to spectral clustering could lead to fruitful insight
to the working of the algorithm. Another algorithm based on similar ideas is
the Latent Semantic Kernel and Gram-Schmidt Kernel method of Cristianini et
al. [13] which could be explored within the settings of this method.
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