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Abstract. A new approach for faithful relevance rating of attributes
is proposed, enabling class-specific discriminatory data space transforma-
tions. The method is based on the adaptation of the underlying data
similarity measure by using class information linked to the data vectors.
For adaptive Minkowski metrics and parametric Pearson similarity, the ob-
tained attribute weights can be used for back-transforming data for further
analysis with methods utilizing non-adapted measures as demonstrated for
benchmark and mass spectrum data.
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1 Introduction

In biomedical labs high-throughput facilities allow quantification of thousands
of attributes per single probe. For specific diagnostic tasks, such as the identifi-
cation of characteristically expressed cDNA or metabolite masses, only a minor
fraction of the data variables contains informative measurements. Task-specific
attribute rating is useful for noise cancellation and for focussing on interesting
parts of the data, thereby, helping to lower the curse of dimensionality.

Generally, unsupervised methods for attribute characterization are available,
such as factor loading analysis in principal component analysis (PCA). For task-
related attribute rating, supervised strategies like iterative Relief [6] or linear
discriminant analysis (LDA) [3] make use of additional class label information.
The detection of interesting attributes is known as the feature subset selection
(FSS) problem related to detecting specific data attributes for class-specific as-
signments [2]. So-called attribute filter methods are usually fast, because they do
not require the construction of attribute probing classifiers. Since their truth is
strictly dependent on the chosen filter criterion, such as information gain, their
outcome, though, may be incompatible with subsequent methods using other
data measures. In contrast to that, exhaustive probing by wrapper programs
that pass on selected attributes to subsequent classifiers, is known to be time
consuming and is mostly not applicable in large scenarios. Many programs for
FSS make use of heavy statistical density estimation or classification indices.

Here, an appealingly simple approach is taken that optimizes attribute rele-
vances during training as a function of within-class and between-class variance
optimization. Thus, no classifier is built; instead, all pairs of data vectors con-
tribute to change the similarity measure according to maximum class separation.
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2 Method

Simultaneous attribute characterization of real-valued vector data is realized by
supervised adaptation of a chosen similarity measure: the parameters are opti-
mized for minimizing dissimilarities within classes while maximizing distances
between classes. The underlying idea is related to LDA, but the iterative opti-
mization and practical implementation are much different from that.
Notation. Using dij

λ = dλ(xi, xj) for λ-parametrized dissimilarities between n
data vectors xu ∈ R

q (u = 1 . . . n), two pairwise sums of distances – σ2
1 for

matching class memberships and σ2
0 for mismatching classes – are defined by

σ2
l (λ) =

n∑
i=1

n∑
j=1

dij
λ ·
(
1− l − (−1)l · δij

)
, l = 0, 1 . (1)

The Kronecker symbol δij indicates identity of class memberships, i.e. δij = 1
if the class of data vector xi equals the class of vector xj , δij = 0 in the case
of disagreement. The determination of the parameter vector λ, connected to
adaptive similarity measures, is of interest. Here, adaptive Minkowski metrics
pd

ij
λ and Pearson correlation rd

ij
λ are considered:

pd
ij
λ =

(
q∑

k=1

λk · |xi
k − xj

k|p
)1/p

, (2)

rd
ij
λ =

∑q
k=1 λ2

k · (xi
k − µxi) · (xj

k − µxj )√
(
∑q

k=1 λ2
k · (xi

k − µxi)2) · (
∑q

k=1 λ2
k · (xj

k − µxj )2)
=

H√
W ·U . (3)

For values of λk = 1, k = 1 . . . q, i.e. λ = 1, standard versions are obtained.
For adapted values, columns of the data matrix X with row vectors xi can be
rescaled by relevance factors λ

1/p
k for Minkowski metrics in Eqn. 2 and by plain

factors λk for Pearson correlation in Eqn. 3 where µxu is average of xu. Standard
methods, for example, PCA projection of rescaled Euclidean data, can be used
after this simple transformation. The right-hand side abbreviation of Eqn. 3,
defined by intuitive one-to-one matching, is used for derivatives later.

In Eqn. 1 the symbol σ2 has been chosen on purpose: for the nonparametric
squared Euclidean distance the variance σ2

k (second central moment) of attribute
k can be expressed up to a scaling factor as double sum over all distances

σ2
0,k + σ2

1,k =
n∑

i=1

n∑
j=1

(xi
k − xj

k)2 = 2n (n− 1) · σ2
k . (4)

Optimization options. There are many possibilities to meet the policy: make
more similar which – by class membership – belongs together, make more dissim-
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ilar which should be separated. Using derivatives of the general stress function:

λk ← λk − γ · ∂s
∂λk

⇒ ∂s
∂λk

=
n∑

i=1

n∑
j=1

∂s
∂dij

λ

· ∂dij
λ

∂λk
→ 0 (5)

parameter λk of the similarity measure can be found by a stochastic gradient
descent with step size γ. Two specific stress functions for minimization with
mixing factors f0 ∈ R for inter- and and f1 ∈ R for intra-class influence are

sA(λ) =
σ2

1(λ)
σ2

0(λ)
and sB(λ) = f1 · σ2

1(λ)− f0 · σ2
0(λ). (6)

The first approach sA(λ) has been discussed recently [5]. For Euclidean
spaces there is a clear link to LDA where the inverse proportional fraction σ2

0/σ2
1

gets maximized along an optimized class-separating direction in data space. In
sA(λ), the data measure is rescaled to obtain class separation. One potential
disadvantage of the term is the impossibility to control the specific tradeoff of
intra- vs. inter-class variability. A remedy is proposed in the following.
The second approach sB(λ) with its partial derivative

∂sB

∂dij
λ

= f1 · δij − f0 · (1− δij) (7)

allows to formulate an astonishingly simple feature weighting procedure:
1: Read input data X and class labels
2: λ← 1
3: repeat
4: ∆← 0
5: for all data pairs xi, xj do
6: if class(i) = class(j) then

7: ∆← ∆ + f1 · ∂dij
λ /∂λ

8: else
9: ∆← ∆− f0 · ∂dij

λ /∂λ
10: end if
11: end for
12: ∆← ∆/ (max(∆)−min(∆))
13: λ← λ− γ ·∆
14: λ← max(0, λ)
15: λ← λ · q/

�q
k=1 λk

16: until convergence.

Lines 7 and 9 implement Eqn. 7 and combine the right factor of the chain
rule given by Eqn. 5. Using vector component-wise min and max, lines 12-15
normalize the parameter update – a learning rate of γ = 0.1 being appropriate –
creating non-negative values λk summing up to the number of dimensions q. The
tradeoff parameters f0 and f1 can be naturally expressed by a single variable
f ∈ [0; 1]:

f1 =
f

g
, f0 =

1− f

1− g
with g :=

∣∣{δij = 1|i, j = 1 . . . q}∣∣
q2

. (8)

For f = g unit influence of intra- and interclass adaptation stress, f0 = f1 = 1,
is obtained, irrespective of the number of data vectors in identical and different
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classes. For f = 0.5, a natural normalization of intraclass derivatives is realized
by the portion g of within-class data pairs, as well as a normalization of interclass
derivatives by the number of data pairs belonging to different classes. A choice
of f = 1 yields extreme bias to only intraclass derivatives, while f = 0 regards
only interclass relationships. Interesting balanced phase transitions are within
these extremes, and currently found empirically by interval search on f .

For the proposed similarity measures the partial parameter derivatives are

∂(pd
ij
λ )

∂λk
=

1
p
· |xi

k − xj
k|p ·

(
q∑

l=1

λl · |xi
l − xj

l |p
)−1+1/p

, (9)

∂(rd
ij
λ )

∂λk
= −λk · (µxi

k)2 ·H ·U − 2·µxi
k ·µxj

k ·U ·W + (µxj
k)2 ·H ·W

(U ·W )3/2
. (10)

Letters in Eqn. 10 refer to the ones defined in Eqn. 3, the shortcut notation
µxu

k = xu
k − µxu denotes component k of mean-subtracted vector xu.

3 Applications

Tecator benchmark data. The well-known benchmark data set contains 215
samples of 100-dimensional infrared absorbance spectra recorded on a Tecator
Infratec Food and Feed Analyzer working in the wavelength range 850–1050nm
by the Near Infrared Transmission (NIT) principle [1]. The original regression
data is changed into crisp labels of low and high fat content in meat probes
according to [4] for feature identification aiming at separating observations. The
results for adapted Pearson correlation after 15 iterations are shown in Fig. 1
for a tradeoff parameter of f = 0.75. The top row shows 10 sample spectra for
each class (left) and the PCA projection of the labeled complete data set (right).
The bottom left panel shows relevances λk, highlighting channels around 40 as
highly important and channels around 18 and 78 of certain interest. The data
set, rescaled by λk and plotted as result of multi-dimensional scaling (MDS) of
the correlation relationships (1−rd

ij
λ ) of the transformed spectra, is shown in the

lower right; note that MDS of Euclidean distances would yield PCA. In contrast
to unscaled Euclidean space, much better class separation can be observed for
the rescaled correlation space.
Mass spectrum cancer study. Mass spectroscopy data from a clinical cancer
study are analyzed. Frozen tissue material was sliced by a microtom from which,
subsequently, 1050 mass spectra where taken using a linear MALDI-TOF MS,
Autoflex, in a range of 2000–10000Da (devices and spectra preparation software
by Bruker Daltonik GmbH, Bremen). The data preparation protocol of the
measured spectra followed the default workflow in ClinProTools 2.1 software
(Bruker) for baseline correction, alignment and peak picking. Peaks with signal
to noise ratio > 5 were used for analysis, and only maxima of the extracted peaks
were considered. The final data set contains 32 mass values of 1050 high-quality
spectra connected to Her+ or Her− cancer or to normal samples, i.e. to one of
three classes.
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Fig. 1: Feature weighting for Tecator spectral data, high vs. low fat.
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Fig. 2: Mass spectrum data. Left: Minkowski metric. Right Pearson correlation.
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As illustrated by Fig. 2, the most interesting masses for improving the sep-
aration of three tissue classes depend on the underlying similarity measure,
Minkowski metric with exponent p = 1 and correlation. After 100 iterations,
with f = 0.61 for the Minkowski metric and f = 0.69 for correlation, chosen
according to best visual separation, the MDS-based plots are different, yet, the
feature ratings are quite similar. Particularly, indices 3 and 25 point out in-
teresting masses of 2771Da and 11693Da, respectively. Both measures achieve
good separation of the initial configurations (not shown). For Minkowski met-
ric, the k-NN classification error (k = 7) in Minkowski space drops from 1.9% to
1.5%, in the space of Pearson correlation from 1.5% to 1.1% on 25% test sets.
These values along with the previous MDS plots only serve as illustration of the
benefits of space rescaling for results of subsequently applied standard methods.

4 Conclusions

A new formulation of supervised attribute relevance detection using cross com-
parisons (SARDUX) has been presented. Generic adaptive similarity measures
can be plugged into a structurally very simply algorithm realizing gradient de-
scent for assessing the contribution of data attributes to intra-class compacti-
fication and inter-class separation. The tradeoff between compactification and
separation can be controlled by a parameter f of which can be selected, for
example, by the outcome can be monitored by projection displays. As main re-
sult, data sets rescaled by the metric parameters show more class-specific global
data arrangements which are helpful in discriminative visualizations, and even
the performance of the locally operating k-NN classifier could be improved by
rescaling. In future work, a less subjective choice of the tradeoff parameter f
will be addressed, and implicit self-normalization of the parameter vector will
be implemented for use with generalized Mahalanobis distance.
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Neuherberg and S.-O. Deininger, Bruker Daltonik GmbH, Bremen, Germany.

The work is supported by grant XP3624HP/0606T, Ministry of Culture Saxony-Anhalt.

References

[1] C. Blake and C. Merz. UCI repository of machine learning databases, 1998.

[2] I. Guyon, S. Gunn, M. Nikravesh, and L. Zadeh. Feature Extraction: Foundations and
Applications. Springer, Berlin, 2006.

[3] G. McLachlan. Discriminant Analysis and Statistical Pattern Recognition. Wiley-
Interscience, 2004.

[4] F. Rossi and N. Villa. Support vector machine for functional data classification. Neuro-
computing, 69(7–9):730–742, March 2006.

[5] M. Strickert, K. Witzel, H.-P. Mock, F.-M. Schleif, and T. Villmann. Supervised attribute
relevance determination for protein identification in stress experiments. In Proceedings of
Machine Learning in Systems Biology (MLSB 2007), pages 81–86, 2007.

[6] Y. Sun. Iterative relief for feature weighting: Algorithms, theories, and applications. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 29(6):1035–1051, 2007.

36



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /Unknown

  /Description <<
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000500044004600200064006f007400e900730020006400270075006e00650020007200e90073006f006c007500740069006f006e002000e9006c0065007600e9006500200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200061006d00e9006c0069006f007200e90065002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /ENU (Use these settings to create PDF documents with higher image resolution for improved printing quality. The PDF documents can be opened with Acrobat and Reader 5.0 and later.)
    /JPN <FEFF3053306e8a2d5b9a306f30019ad889e350cf5ea6753b50cf3092542b308000200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e0020006d00690074002000650069006e006500720020006800f60068006500720065006e002000420069006c0064006100750066006c00f600730075006e0067002c00200075006d002000650069006e0065002000760065007200620065007300730065007200740065002000420069006c0064007100750061006c0069007400e400740020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d00610020007200650073006f006c007500e700e3006f00200064006500200069006d006100670065006d0020007300750070006500720069006f0072002000700061007200610020006f006200740065007200200075006d00610020007100750061006c0069006400610064006500200064006500200069006d0070007200650073007300e3006f0020006d0065006c0068006f0072002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e0030002000650020007300750070006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f8006a006500720065002000620069006c006c00650064006f0070006c00f80073006e0069006e006700200066006f00720020006100740020006600e50020006200650064007200650020007500640073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e0020006d00650074002000650065006e00200068006f0067006500720065002000610066006200650065006c00640069006e00670073007200650073006f006c007500740069006500200076006f006f0072002000650065006e0020006200650074006500720065002000610066006400720075006b006b00770061006c00690074006500690074002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006e0020006d00610079006f00720020007200650073006f006c00750063006900f3006e00200064006500200069006d006100670065006e00200070006100720061002000610075006d0065006e0074006100720020006c0061002000630061006c006900640061006400200061006c00200069006d007000720069006d00690072002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f0069006400610061006e0020006c0075006f006400610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e002000740075006c006f0073007400750073006c00610061007400750020006f006e0020006b006f0072006b006500610020006a00610020006b007500760061006e0020007400610072006b006b007500750073002000730075007500720069002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a00610020004100630072006f006200610074002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000500044004600200063006f006e00200075006e00610020007200690073006f006c0075007a0069006f006e00650020006d0061006700670069006f00720065002000700065007200200075006e00610020007100750061006c0069007400e00020006400690020007300740061006d007000610020006d00690067006c0069006f00720065002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006d006500640020006800f80079006500720065002000620069006c00640065006f00700070006c00f80073006e0069006e006700200066006f00720020006200650064007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e00740020006d006500640020006800f6006700720065002000620069006c0064007500700070006c00f60073006e0069006e00670020006f006300680020006400e40072006d006500640020006600e50020006200e400740074007200650020007500740073006b00720069006600740073006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [595.000 842.000]
>> setpagedevice


