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Abstract. Semi-supervised Learning is a machine learning approach
that, by making use of both labeled and unlabeled data for training, can
significantly improve learning accuracy. Boosting is a machine learning
technique that combines several weak classifiers to improve the overall ac-
curacy. At each iteration, the algorithm changes the weights of the exam-
ples and builds an additional classifier. A well known algorithm based on
boosting is AdaBoost, which uses an initial uniform distribution. Boosting
At Start (BAS) is a boosting framework that generalizes AdaBoost by al-
lowing any initial weight distribution and a cost function. Here, we present
a scheme that allows the use of unlabeled data in the BAS framework. We
examine the performance of the proposed scheme in some datasets com-
monly used in semi-supervised approaches. Our empirical findings indicate
that BAS can improve the accuracy of the generated classifiers by taking
advantage of unlabeled data.

1 Introduction

Supervised learning is a machine learning approach for learning a function from
labeled data. The trainer algorithm receives a set of labeled data which is called
the train set and is used to find a good model adjustment.

Usually, the labeled data is divided into train and test set. This data set
splitting is necessary to assure that the model is generalizing and not just mem-
orizing the labeled data. Good performance on the test set is a good indication
that the model would perform well on new data.

Unfortunately, the generation of labeled data is very expensive and usually
depends on the skills of a human agent to manually tag the examples.

Semi-supervised learning, on the other hand, is a machine learning approach
that makes use of both labeled and unlabeled data for training.

The main goal of semi-supervised learning is to take advantage of massive
inexpensive unlabeled samples that are a by-product of ordinary enterprise pro-
cesses. Based on this large sample set, it is not hard to infer several statistical
properties of the domain that can be very helpful on designing efficient training
schemes. Two basic semi-supervised learning approaches are Self-training and
Co-training.

Self-training [1] goes in rounds. On the first round, we train the model using
the train set. At each one of the next rounds, samples are first submitted to the
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current trained model. The model generates a classification for each one of the
samples. The samples with the highest measure of confidence are included into
the training set, assuming their estimated classification tags as the true ones.
Using this enlarged train set, the model is trained again and updated.

Co-training [2] is very similar to Self-training. The main difference is that two
models are simultaneously trained and they exchange high confidence samples
with each other. One model gets the new examples from the other model.

Ensemble learning algorithms, like bagging [3] and boosting [4, 5], are ma-
chine learning approaches that combine different machine learning algorithms or
different views of the same algorithm to build a better classifier.

Boosting is normally used in combination with a weak machine learning
algorithm to increase its accuracy. At each boosting iteration, a classifier is
built by using a new weighted version of the original corpus.

AdaBoost is a boosting implementation that uses an initial uniform distribu-
tion for the example weights. Alternatively, Boosting At Start (BAS) [6] is an
AdaBoost generalization where we can choose any initial weight distribution for
the examples. Through the BAS Committee algorithm, one can use BAS in or-
der to generate a better classifier by taking advantage of the use of a non-uniform
initial distribution for the examples.

Here, we propose a way to incorporate unlabeled data in the BAS Commit-
tee algorithm. In our experiments, we observed that our approach can improve
the accuracy of the classifiers generated with only labeled data. We also show
that these results are competitive with other state-of-the-art machine learning
techniques. This is a strong evidence that the BAS Committee algorithm can
take benefits of unlabeled data in the initial distribution determination. There-
fore, BAS is a boosting algorithm that can provide better performance in a
semi-supervised approach.

2 The BAS Algorithm

The BAS algorithm is a variant of AdaBoost, which accepts any initial weight
distribution. The training process occurs similar to AdaBoost. In each iteration
t a different classifier ht is training based on a weighted Dt version of the training
data (x, y). The main difference here is that, since BAS accepts a general initial
distribution (D1) based on a example weight function w, a different value of αt

(classifier’s vote power) is necessary in order to guarantee that the error rate of
the combined boosting classifier is improved. Also, the weight update process is
changed since it relies on this modified αt value.

It can be proved [6] that the new value of αt is given by

αt =
1
2
ln

(∑
i∈Ct

Dt(i)/w(i)∑
i∈Mt

Dt(i)/w(i)

)

where Ct = {i|ht(i) = yi} and Mt = {i|ht(i) �= yi}
In Algorithm 1, we show a pseudocode for the BAS algorithm.
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Algorithm 1 The BAS algorithm.
1: Input: example set {(xi, yi)}n

i=1 where xi ∈ X and yi ∈ {−1, +1}}
example weight function w
number of iterations T

2: Initialize D1(i) = K.w(i), where K is a normalization constant
3: for t = 1 to T do
4: Train base learner using distribution Dt

5: Get base classifier ht : X → {−1, +1}
6: Let Ct = {i|ht(i) = yi} and Mt = {i|ht(i) �= yi}
7: Evaluate αt = 1

2
ln

( ∑
i∈Ct

Dt(i)/w(i)∑
i∈Mt

Dt(i)/w(i)

)
8: Update the example distribution

Dt+1(i) = Dt(i)e−αtyiht(xi)/Zt

where Zt =
∑n

i=1 Dt(i)e−αtyiht(xi)

9: end for
10: Output: the BAS classifier

H(x) = sign
(∑T

t=1 αtht(x)
)

3 Semi-supervised BAS Committee

In order to take advantage of any weight initialization, BAS Committee uses
feature clustering to determine the initial weights for the examples in the BAS
framework. Here, we propose a semi-supervised version of BAS Committee in
which the unlabeled data is used in conjunction with the labeled data in order
to help data clustering, thus helping the initial weight determination process.

In this scheme, the labeled data is initially, split into two datasets: a train
set and a validation set.

In order to determine the initial weights, the unlabeled data is combined to
the train set. This merged set is then separated into k clusters based on their
common features. Possible clustering algorithms that can be used are K-Means
[7], Growing Neural Gas [8] or any other unsupervised clustering algorithm. This
process basically determines that if two examples are in a same cluster, they will
have the same initial weight, otherwise, they will have different initial weights.

Then, an available distribution family is chosen to be used as the initial
weights. The choice can derive from any known distribution.

Next, a permutation of this distribution is chosen and the weights are ap-
plied to the clusters found in the clustering step. The idea behind this, is to
“disturb” the algorithm by assigning different weights to examples that are found
in different clusters and equal weights to examples found in a same cluster.

Finally, the generated BAS classifier is applied to the validation set and its
performance is evaluated.

This process is repeated over N iterations and the N ′ best BAS members
are selected to form a committee, with equal voting power each.

The Semi-supervised BAS Committee is illustrated in Algorithm 2.
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Algorithm 2 The Semi-supervised BAS Committee algorithm.
1: Input: labeled data set LDS

unlabeled data set UDS
clustering algorithm CA
number of clusters k
number of distribution families f
weight distribution families Wf

number of trained BAS Classifiers N
BAS Committee size N ′

2: Split LDS into two subsets, a training set Tr and a validation set V a
3: Apply CA to Tr + UDS obtaining the k-sized cluster data Cl
4: for t = 0 to N − 1 do
5: Shuffle Wf and apply to Tr based on Cl, obtaining weight function w
6: Train BAS Classifier Bt using Tr and w
7: Evaluate the Bt performance over V a
8: end for
9: Output: Committee formed with best N ′ BAS Classifiers

based on performance over V a

4 Experiments

In order to examine the performance of the Semi-supervised BAS Committee,
we evaluate the proposed scheme using 13 artificial and real word two-class
datasets [9] commonly cited in several works related to semi-supervised learning
and boosting. Table 1 shows a brief description of these data sets.

Abbr. # Sets # Features Train Size Test Size
Banana ban 100 2 400 4900
Breast-Cancer bca 100 9 200 77
Diabetes dia 100 8 468 300
Flare-Solar fls 100 9 666 400
German ger 100 20 700 300
Heart hea 100 13 170 100
Image ima 20 18 1300 1010
Ringnorm rin 100 20 400 7000
Splice spl 20 60 1000 2175
Titanic tit 100 3 150 2051
Thyroid thy 100 5 140 75
Twonorm two 100 20 400 7000
Waveform wav 100 21 400 4600

Table 1: Thirteen datasets used in the experiments.

We conducted experiments comparing the proposed Semi-supervised BAS
Committee (SSBASC) algorithm, the base learner system (BLS) used by the
boosting members, AdaBoost and the best result reported in [9] which compares
several state-of-the-art classifiers.

The base learner system used, except for the banana instance, is a Decision
Stump, also implemented in WEKA 3 [10], which finds the best split for the fea-
tures of the train set based on entropy. For the special case of banana, which has
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only two features, the Decision Stump has poor performance and is replaced by
a C4.5 [11] Decision Tree derived from Quinlan’s implementation which accepts
weights and can generate limited-level trees.

The Semi-supervised BAS Committee algorithm uses the best 3 members
chosen among 7 BAS classifiers, with 20% of the labeled data used for validation.
K-means is the algorithm used to determine the best 5-cluster from the merged
labeled and unlabeled data.

Although it is not required, it would be interesting to choose the initial
weights as a non increasing density function. With this function, examples that
come from different clusters have different levels of importance in the initial
boosting iterations and are “filtered” together. Some parametric choices are
arithmetic, geometric and Zipf. In this particular experimental setup, the initial
weights can be set to any value from an arithmetic progression (1, 2, 3, 4, 5), and,
at each time, a different permutation is applied.

We also evaluated the experiments with different distributions and combina-
tions for the classifiers of the final BAS Committee but, due to space restrictions,
we show only the results for the best setup.

For each dataset, we perform train and test in all corresponding sets and
report both the mean and standard deviation of the classification accuracy eval-
uated in the test sets. The reported results in Table 2 are for the final generated
classifier. Bold values indicate the best figure for the problem.

BLS AdaBoost Best Reported [9] SSBASC
ban 84.44 ± 1.48 84.44 ± 1.48 KFD 89.20 ± 0.50 87.07 ± 0.54
bca 70.34 ± 3.52 73.42 ± 3.89 KFD 74.20 ± 4.60 76.96 ± 3.83
dia 71.90 ± 1.82 75.05 ± 1.42 KFD 76.80 ± 1.60 77.34 ± 1.19
fls 56.12 ± 1.82 67.61 ± 1.54 SVM 67.60 ± 1.80 67.74 ± 1.61
ger 70.18 ± 1.72 75.31 ± 2.13 SVM 76.40 ± 2.10 76.49 ± 1.59
hea 72.96 ± 3.00 80.55 ± 3.14 SVM 84.00 ± 3.30 85.15 ± 2.68
ima 87.67 ± 1.67 92.49 ± 2.31 ABR 97.30 ± 0.60 96.33 ± 0.45
rin 61.23 ± 0.97 91.82 ± 0.70 KFD 98.50 ± 0.10 92.17 ± 0.59
spl 77.00 ± 1.39 93.32 ± 0.41 ABR 90.50 ± 0.70 93.73 ± 0.33
tit 77.32 ± 2.82 76.75 ± 2.66 SVM 76.40 ± 1.00 77.86 ± 1.73
thy 78.00 ± 1.24 93.89 ± 1.28 KFD 95.80 ± 2.10 96.21 ± 0.56
two 66.47 ± 1.20 92.46 ± 0.56 KFD 97.40 ± 0.20 94.16 ± 0.37
wav 74.54 ± 2.37 86.72 ± 0.56 ABR 90.20 ± 0.80 87.36 ± 0.37

Table 2: Classification performance for all datasets.

As we can see in Table 2, the SSBASC approach consistently outperforms
AdaBoost in all datasets and, in seven out of thirteen datasets, it also outper-
forms the best reported result. This is a great result since we are comparing
SSBASC with not only one machine learning solution but the best out of five
possibilities: Radial Basis Function (RBF), AdaBoost+RBF (AB), Regularized
AdaBoost (ABR), Support Vector Machines (SVM) and Kernel Fischer Discrim-
inant (KFD). For more details on the algorithms can be found in [9].
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5 Conclusions

The use of ensemble methods like boosting improves the accuracy of several
machine learning algorithms. These methods create a series of weak classifiers
that perform well for different kind of examples.

Semi-supervised is a powerful machine learning technique which uses inex-
pensive data in order to improve a classifier’s accuracy.

The major contribution of this work is a semi-supervised approach which
can be applied to the BAS Committee algorithm and uses the unlabeled data in
order to determine a better initial distribution for the BAS members.

This impact can be seen as a new way to introduce problem knowledge that
comes from unlabeled data into boosting modeling. We provide evidences of this
by reporting on experiments that explore this open avenue.

A next step in this work is to use the inherent knowledge from unlabeled
data to also help the training of the base learner system. This is feasible by the
use of Assemble [12], a Semi-supervised AdaBoost extension, and can be easily
achieved since the BAS framework also provides a way to deal with a relative
cost function that charges more or less to errors on different kinds of examples.
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