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Abstract. This paper presents a neural networks based approach in order to 
estimate the start-up time of turbine based power plants. Neural networks are 
trained with a hybrid approach, indeed we combine the Back-Propagation (BP) 
algorithm and the Simple Genetic Algorithm (GA) in order to effectively train 
neural networks in such a way that the BP algorithm initializes a few individuals of 
the GA's population. Experiments have been performed over a big amount of data 
and results have shown a remarkable improvement in accuracy compared to the 
single traditional methods.  

1 Introduction  

Combined Cycles (CC) power plants are highly complex systems and in general most 
studies on such plants are based on simulations because with the availability of high 
powerful processors and advanced numerical solutions there is a great opportunity to 
develop high performance simulators for modeling energy systems. At present the 
main drawback of such simulators is that every single simulation needs a certain 
amount of time (up to 10 minutes) and this is a very hard problem when dealing with 
designing and optimizing such systems. Therefore, there is a strong need for good 
estimating tools in order to use simulators only in few cases. Artificial Neural 
Networks (ANNs) [1][2] have proved [3][4] to be powerful tools to solve complex 
modelling problems for non-linear systems and an usual 3 layered MLP neural 
network, with m inputs and n outputs, can approximate any non-linear mapping from 
Rm to Rn using an appropriate number of neurons in the hidden layer. Due to this 
approximation and classification ability, neural networks can also be successfully 
used for CC applications and particularly ANNs have been mainly applied to fault 
detection [5][6], diagnosis [7][8] and control [9]. Back-Propagation (BP)[10] and 
Genetic Algorithms (GA)[11][12] are among the most used algorithms to train ANNs. 
Despite the success of the algorithms, each has its own drawback [13][14]. As a 
deterministic gradient-descent algorithm and stochastic technique respectively, there 
might exist a balance between their advantages and disadvantages. Among the 
possible combinations of the two methods the most interesting ones are basically 
three: the first one uses the BP as initialisation for the GA (BPGA)[15][16], the 
second uses the GA as initialisation for the BP (GABP) [17] and the third one uses the 
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GA for best training set generation for the BP [18]. In this context, we used a BPGA 
method in order to train ANN as CC models. The presented work does not actually 
make any significant advancement with respect to state-of-the-art in the theoretical 
knowledge of such training methods. The main novelty lies in the underlying 
application because one of the most critical operation in CC management is the start-
up optimization. This problem is very hard and it is studied by means of heavy 
complex simulators. Thus, having fast, robust and accurate CC models is vital for this 
task and that is why we approached this problem through ANNs. 

2 The combined cycle power plants 

Gas and steam turbines are an established technology available in sizes ranging from 
several hundred kilowatts to over several hundred megawatts. Industrial turbines 
produce high quality heat that can be used for industrial or district heating steam 
requirements. Alternatively, this high temperature heat can be recovered to improve 
the efficiency of power generation or used to generate steam and drive a steam turbine 
in a combined-cycle plant. Therefore, industrial turbines can be used in a variety of 
configurations:  

   Simple cycle (SC) operation which is a single gas turbine producing power 
only 
   Combined heat and power (CHP) operation which is a simple cycle gas turbine 
with a heat recovery heat  exchanger which recovers the heat in the turbine 
exhaust and converts it to useful thermal energy usually in the form of steam or 
hot water 
   Combined cycle (CC) operation in which high pressure steam is generated 
from recovered exhaust heat and used to create additional power using a steam 
turbine (fig.1) 

The last combination produces electricity more efficiently than either gas or steam 
turbine alone because it performs a very good ratio of transformed electrical power 
per CO2 emission. CC plants are highly complex systems but being available highly 
powerful processors and advanced numerical solutions, there is a great opportunity to 
develop high performance simulators for modeling energy systems in order to 
consider various aspects of the system. In particular, one of the most studied problems 
of CC operation is the start-up optimization with the goal to minimize the start-up 
time. Most studies on it are based on complex simulators, therefore any optimization 
system would need a reliable but fast start-up model in order to use the heavy 
simulators only in few cases. The start-up scheduling is as follows (fig.1). From zero 
to time t0 (about 1200 sec) the rotor engine velocity of the gas turbine is set to 3000 
rpm. From time t0 to t1 the power load is set to 10 MW and then the machine keeps 
this regime up to time t2. All this initial sequence is fixed. From time t2 to t3 (about 
3600 sec) the machine must achieve a new power load set point which has to be set 
optimal and then the machine has to keep this regime up to time t4. The time lag t4 – t3 
is variable and during this interval the steam turbine starts with the rotor reaching the 
desired velocity. Then the turbines have to reach at time t5 the normal power load 
regime (270 MW for the gas turbine) according to two load gradients which are 
variable depending on the machine. 
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Fig. 1: combined cycle power plant (left) and start-up operations (right) 

Variable Meaning Operating range Unit measure 
X1 Intermediate power load set point [20, 120] MW 
X2 Intermediate waiting time [7500, 10000] Sec 
X3 Gas turbine load gradient [0.01, 0.2] MW/s 
X4 Steam turbine load gradient [0.01, 0.2] %/s 

Table 1: start-up variables. 

Therefore, these variables will also be the input of the neural model.  

3 The BPGA combination 

The BP is a gradient-descent algorithm used to find the neural network weights so 
that the estimate error function reaches the minimum. It can be proved that BP can 
reach the extreme within a limited number of epochs. The merits of BP are that the 
adjustment of weights is always towards the descending direction of the error function 
and that only some local information is needed. On the other hand, BP has its 
disadvantages too. For example, the error curve is generally so complex that there are 
a lot of local minima making the convergence of the algorithm very sensitive to the 
initial values. GA is a parallel stochastic optimization algorithms. As compared with 
BP, GA is more qualified for neural networks if only the requirement of a global 
searching is considered. However, the price one pays for GA is the slowness which is 
mainly due to the random initialization of the genes and to the slow but crucial 
exploration mechanisms employed, which has three basic arithmetic operators: 
reproduction, crossover and mutation. Another shortcoming of GA is that the method 
is not theoretically perfect and it cannot ensure convergence and achievement of the 
optimum. From the analysis above, it is easy to observe the complementarity between 
BP and GA. The proposed BPGA can learn from their strong points to offset their 
weaknesses. It can be typically applied to MLP (Multi-Layer Perceptron) supposed 
that the activation functions of the hidden layers and the output layer are all 
sigmoidal.  
In the proposed BPGA, BP is firstly used to train several neural networks, a small 
fraction (about 5-10%) of the total GA's population size, for approximately 106 cycles 
with no early stopping criterion. Then, the weights of the BP computations are 
encoded into several chromosomes of the GA's initial population together with other 
randomly generated chromosomes. From this initial population, subsequent 
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populations are being computed for a small number of fitness requests (about 1000). 
The GA we implemented is Holland's Simple Genetic Algorithm with 1-elitism.  

4 Experimentation  

The experimentation concerned the CC start-up time estimation which is one of the 
most important parameters in the overall CC start-up optimization. The inputs of the 
neural networks are those reported in table 1, therefore the neural models have four 
inputs and one output (the start-up time length in seconds). All the neural networks 
are feed-forward MLP models with four hidden neurons and sigmoidal activation 
function for all the hidden and output nodes. The data set is made of 14641 simulator 
generated points* (since no real data were available yet) partitioned as 70% for 
training and 30% for testing and in the following table we report the main features of  
the training set.  

 Input1 Input2 Input3 Input4 Output 
Min 20 7500 0.017 0.017 11702 
Max 120 10000 0.217 0.367 29416 
Avg 70 8750 0.117 0.192 15601 

Std Dev. 31.6 790.6 0.063 0.119 3318 
Table 2: training set info. 

In the proposed work we compared the performances of the neural models trained 
with three different methods : Back-Propagation (BP), Genetic Algorithms (GA) and 
the composition of the two as described in par.3 (BPGA). In the following tables we 
report the main settings of the methods. 

Algorithm Learning Rate Momentum Performance Requests 
BP 0.3 0.9 106

Table 3: BP settings. 

Algorithm Population 
size 

Crossover 
probability 

Mutation 
probability 

Performance 
Requests 

GA 50 0.9 0.1 106

Table 4: GA settings. 

The BPGA method has the same settings of the single methods except for the GA 
fitness requests which have been set to 1000. Therefore, the total number of BPGA 
fitness requests is 106 (BP) +1000 (GA) and the number of chromosomes BP-
initialized is set to 5 (10% of the total population). In the following table we report the 
experimental results (averaged over ten runs with standard deviations in brackets) on 
the validation set. In the table we compare the three training methods and the 
improvement of the best method (BPGA) with respect to the others. The mean 
absolute error is reported in seconds. 
 
 

                                                           
* Reference: ivo.torre@aen.ansaldo.it 
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 GA BP BPGA BPGA vs. GA BPGA vs. BP 
Mean absolute error 214 

(±16) 
178 

(±23) 
118  
(±3) 

-45% -34% 

Mean relative error 1.39% 
(±0.10%)

1.17% 
(±0.15%)

0.78% 
(±0.02%)

-44% -33% 

Normalised RMSE 1.89% 
(±0.16%)

1.55% 
(±0.2%) 

1.02% 
(±0.02%)

-46% -34% 

Table 4: Experimental results (testing). 

Experimentation shows the effectiveness of the proposed BPGA approach. In fact, it 
clearly outperforms the other methods and it is interesting to point out that the BPGA 
average standard deviation is very little, highlighting the robustness of the method. 
This is very important because when dealing with model based optimization problems 
(like the CC start-up) the more accurate and reliable the model is the more successful 
the optimization is. The reasons for this are mainly due to the fact that the searching 
domain of the GA is cut down by the BP initialization and that the GA's parallel 
optimization gets the BP out of the local minima which gets stuck in. 

5 Conclusions 

In this paper we tackled the issue of start-up time modeling in combined cycle power 
plants (CC) since it is one of the most important parameters when optimizing the 
start-up operations of such plants. To solve this problem we proposed a hybrid 
approach based on soft computing techniques. Indeed, we combined the Back-
Propagation algorithm and the Simple Genetic Algorithm (BPGA) in order to 
effectively train neural networks in such a way that the BP algorithm initializes 
several individuals of the GA's initial population. Experiments were performed over a 
big amount of artificial data and results showed a remarkable improvement in 
accuracy compared to the single (BP and GA) traditional training methods. In 
particular, with respect to the BP algorithm the average modeling error is cut of about 
one third. Moreover, The BPGA method showed very high robustness (very low 
standard deviation). The reason for this success is due to the fact that the BPGA 
algorithm combines BP and GA in such a way that the virtues of the single methods 
are enhanced. Indeed, the BP is first applied so that the searching domain of GA is 
trimmed down, reducing therefore the GA convergence time, and then the parallel GA 
optimization extricates the BP from the local minima which plunges into. Therefore, 
the main advantage of this method is that we have a non linear interpolation tool 
capable to provide a reliable start-up time estimate, and this is a critical point to 
effectively optimize the start-up operations without the intense use of heavy 
simulations. Future work will first concern the validation of these results on real data, 
and then we’ll compare the proposed method to more supervised learning techniques 
and architectures, like Radial Basis Function Networks and Support Vector Machines, 
as well as different evolutionary algorithms and ensembling methods. Moreover, the 
proposed technique is going to be applied to model other important CC parameters 
like gas consumption, pollutant emissions, produced energy and thermal stress. 
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