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Abstract. The current study investigates the McGurk effect by modelling it with 
neural networks. The simulations are designed to test the two main theories about 
the moment at which the auditory-visual integration happens. To further analyze 
the causes behind the McGurk illusion, the neural network that best models the 
effect is used to simulate the influence of language and the frequency of phonemes 
on auditory-visual speech perception, using two phonetic distribution from English 
and Japanese, with different empirical results in the McGurk effect. 

1 Introduction 

The McGurk effect is a perceptual illusion in the auditory visual speech perception 
domain.  The effect occurs when an auditory stimulus, such as /ba/, is combined with 
a different visual stimulus of mouth movements, such as /ga/. In this situation of an 
incongruent auditory-visual input, people often perceive a different sound, in this case 
/da/ [1], which is from a phonetic point of view, an intermediate sound between the 
two stimuli.  
 Studies performed on auditory-visual speech perception show the importance 
of facial articulators. In noisy environments, seeing the speaker’s face has a 
significant improvement in speech perception ([2], [3], [4], and [5]). The importance 
of visual articulation in speech perception is also emphasized by neuroimaging studies 
that show that during lip-reading in the absence of auditory speech input both primary 
auditory cortex ([6] and [7]) and secondary auditory cortex [8] are activated. 
 Several studies have been conducted in order to establish the moment of the 
auditory-visual integration during the processing of speech. While some researchers 
believe that the signals are processed parallel and independently and the integration 
occurs at a later stage [9], others suggest that the integration is produced at an early 
point in the speech processing ([10] and [11]). 
 Other studies suggest that the phonological repertoire influence the appearance 
of the McGurk effect. One such evidence is shown in [12], where Japanese subjects 
have been tested for the McGurk effect. The results indicate that in noise free 
environments the “Japanese McGurk effect” is weaker than the English one. The 
perception of the incongruent auditory-visual signals, produced by a Japanese 
speaker, was dominated by the auditory stimuli for about 80% of the time. For the 
most common set of incongruent syllables, auditory /ba/ combined with visual /ga/, 
has been heard 100% as /ba/ contrasting with the original result found by McGurk and 
MacDonald for English where for the same pair of stimuli /da/ was perceived from 
64% to 98% of the time ([13] and [1]). Such differences in the perception of 
incongruent stimuli may be caused by the phonetic dissimilarities in the two 
languages or by cultural factors, such as the production or perception of speech. 
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2 Method 

2.1 Pattern representation 

The input of the neural network is represented by binary patterns corresponding to 
phonemes, the smallest units of sound, and to visemes, which are the basic units of 
speech in the visual domain [14]. The output of the network is the recognized sound, 
and therefore the output vector is identical with the auditory input pattern. 
 The phoneme is represented using the features utilized by the International 
Phonetic Alphabet [15]. The auditory patterns incorporate vectors that indicate the 
voice, the manner and the place of articulation. The viseme is represented by 
randomly generated vectors. The visual unit of sound contains less information than 
the auditory stimulus since several phonemes are mapped to one viseme. 

2.2 Network structures 

In order to test the main theories regarding the point at which the integration of the 
stimuli occurs, two feed-forward networks structures [16] have been used and 
compared. Both networks have two bands of inputs, consisting of the auditory and 
visual stimuli, and one set of outputs, which is the recognized sound. 

 Fig. 1: (a) Late integration model. (b) Early integration model 

 The network in Figure 1 (a) corresponds to the late integration hypothesis. The 
structure has two individual and parallel hidden layers, and an integration layer. The 
network in Figure 1 (b) corresponds to the early integration hypothesis. This structure 
has an integration layer instead of the parallel hidden layers, without any individual 
pre-processing of the two stimuli. The two neural networks have the same number of 
neurons and have been trained and tested in the same conditions as described below. 
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2.3 Training and testing 

Both networks have been trained with congruent audiovisual information arranged in 
a randomly generated sequence of a hundred patterns, replicating the way human 
subjects hear and see people producing sounds. The training sequence contains all the 
consonants from one language (e.g. English with 24 phonemes or Japanese with 16 
phonemes).  
 Apart from the original patterns, the simulations take into consideration the 
influence of noise while training in order to simulate the presence of noise to audio-
visual speech perception. 
 The training sequences contain only original patterns or a random combination 
of original patterns and blind channel patterns (the audio or visual input has null 
values) and/or noisy channel patterns (the audio or visual input has each of its values 
inverted with a probability of 10%). The combined training sequences consist of blind 
channel and/or noise channel patterns with a probability of 10% depending of the type 
of training sequence.  
 The neural networks have been tested using the following steps: 

• Initialize the network with random weights, within the range of -0.1 and 0.1 
uniformly distributed. 

• Generate a new random training sequence of a hundred congruent patterns. 
• Train the network with the back-propagation algorithm [16] with a learning 

rate of 0.1. The learning stops when the total mean squared error of the training 
set is sufficiently small (0.1). 

• After each session of training the network is tested with the sets of incongruent 
patterns considered to produce the McGurk effect, the winning phoneme being 
determined as having the smallest Euclidean distance from the original vector 
to the output vector. 

 The results are stored and these steps are repeated 100 times, the networks 
being trained with a new generated sequence of patterns and new random weights. 

3 Results 

The tables below show the percentage of recognized phonemes (see 1–3 below) 
corresponding to the McGurk effect averaged across 100 trials, when trained with all 
the consonants from the English or Japanese phonetic alphabet and tested with three 
incongruent auditory-visual pairs of stimuli. 

3.1 Early and late integration models 

Table 1 shows the summarized results corresponding to the late and early integration 
models. For all three set of incongruent auditory-visual patterns, there can be seen a 
significant difference between the results of two neural network models. 
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a. 39 46 65 a. 0 0 0 
b. 27 23 38 b. 5 3 3 
c. 50 41 53 c. 1 1 0 
d. 32 45 56 d. 2 5 2 

Table 1: The output when trained with a random sequence of patterns having equal 
probability of appearance. The training is stopped when the network has reached 

the performance criterion on the congruent data. 

 A description of the notation found in the table follows:  
 The percentage of recognized phonemes corresponding to the McGurk effect 
for the incongruent sets of phonemes: 

1. Audio /b/, visual /g/ - empirical data shows that is often perceived as /d/  
2. Audio /p/, visual /k/ - empirical data shows that is often perceived as /t/  
3. Audio /m/, visual /n/ - empirical data shows that is often perceived as /n/  

 The four types of random training sets used in the results tables are:  
a. original patterns 
b. original patterns and 10% blind channel patterns 
c. original patterns and 10% noisy channel patterns 
d. original patterns, 5% blind channel patterns, and 5% noisy channel patterns 

3.2 English and Japanese phonetic alphabets 

 To further investigate the influence of language on the appearance of the 
McGurk effect, the late integration neural network is trained with English phonemes 
using the frequency of phonemes as found in conversational English [17] and with 
Japanese phonemes with frequencies found in the Japanese newspaper Asahi [18] and 
tested with the same incongruent stimuli. Table 2 shows the summarized results of the 
simulations when the network is trained and tested in the same conditions as above. 
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a. 68 83 83 a. 27 11 65 
b. 68 80 80 b. 32 17 58 
c. 42 53 89 c. 9 3 84 
d. 48 75 72 d. 27 15 66 

Table 2: The output when trained with a random sequence of patterns having 
English and Japanese phonemes’ frequencies 

 When the training set contains English consonants with English phonemes’ 
frequencies, the results show a stronger McGurk effect for all three sets of 
incongruent auditory-visual phonemes compared to the results of the same network 
trained with English phonemes with equal probabilities of appearance.  
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 Unlike the English phonetic alphabet, the Japanese phonetic alphabet does not 
contain certain phonemes, such as /r/ or /l/, and contains others that do not exist in 
English, such as /N/ [15]. As a consequence, for the plosive sets of consonants 
(auditory-visual /b/-/g/ and /p/-/k/) the results are considerably lower for fusion 
response than the results of the equivalent model when trained with English 
phonemes. In the case of nasal incongruent pair (auditory-visual /m/-/n/), the result 
are similar when comparing to the corresponding English trained network. 
 The late integration network has also been trained with patterns having equal 
probability of appearance and the results are similar to those of the network trained 
with the set of patterns with the frequency of Japanese phonemes.  

4 Conclusions 

The models that simulate late and early integration have different results when tested 
with incongruent auditory-visual patterns. Although both neural networks learn very 
well to recognize the congruent patterns, the McGurk effect in the early integration 
model is below 5% in all training cases. These results support the theory of the 
independent parallel processing and late audiovisual integration [9].  
 The outcome of the simulations with the English alphabet shows that the 
presence of blind channel in the training sequence (b and d) results in a decrease of 
the McGurk effect in almost all cases. When the training sequence contained noisy 
channel patterns (c), there can be seen a slightly stronger McGurk effect in some of 
the cases when trained with both alphabets. 
 When the late integration model is learning the auditory-visual patterns having 
the frequency of phonemes found in conversational English the network response to 
the incongruent stimuli is much closer to the experimental data. In [13] the percentage 
of fused responses to the incongruent stimuli /ba/-/ga/ is 64%, while the neural 
network produced the pattern /d/ 68% of times. The other sets of incongruent stimuli 
produce similar results to empirical data: for the /pa/-/ka/ pair McGurk and 
MacDonald [1] recorded 81% fused responses and the pair /ma/-/na/ was perceived as 
/na/ 80% of times, while the late integration model responded with the fused pattern 
in 83% of times for both sets of incongruent phonemes.   
 The results of the simulations using the Japanese phonetic alphabet are partly 
consistent with empirical data showing that in noise free environments the McGurk 
effect is weaker for Japanese listeners (see [12]). The results of the experiments 
conducted with Japanese listeners illustrate that speech perception is almost entirely 
limited to the auditory stimuli when presented with incongruent signals. The results of 
the simulation with the late integration model, although it presents a weaker McGurk 
effect for two sets of incongruent patterns, it also presents a strong McGurk effect for 
the pair /m/-/n/. These results suggest that the range of phonemes is not solely 
responsible for the weak Japanese McGurk effect found in empirical experiments. 
The weak “Japanese McGurk effect” may be a result of the difference in the range of 
consonants combined with cross-cultural dissimilarities in the perception of faces and 
facial expression. Other explanations for these results can be found in the identical 
mapping of the viseme to phoneme used for both English and Japanese training 
sequences, as empirical findings show that the number of viseme clusters depends on 
individual speakers [19]. 
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