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Abstract. Data of different levels of complexity and of ever growing
diversity of characteristics are the raw materials that machine learning
practitioners try to model using their wide palette of methods and tools.
The obtained models are meant to be a synthetic representation of the
available, observed data that captures some of their intrinsic regularities
or patterns. Therefore, the use of machine learning techniques for data
analysis can be understood as a problem of pattern recognition or, more
informally, of knowledge discovery and data mining. There exists a gap,
though, between data modeling and knowledge extraction. Models, de-
pending on the machine learning techniques employed, can be described
in diverse ways but, in order to consider that some knowledge has been
achieved from their description, we must take into account the human cog-
nitive factor that any knowledge extraction process entails. These models
as such can be rendered powerless unless they can be interpreted, and the
process of human interpretation follows rules that go well beyond techni-
cal prowess. For this reason, interpretability is a paramount quality that
machine learning methods should aim to achieve if they are to be applied
in practice. This paper is a brief introduction to the special session on
interpretable models in machine learning, organized as part of the 20th

European Symposium on Artificial Neural Networks, Computational In-
telligence and Machine Learning. It includes a discussion on the several
works accepted for the session, with an overview of the context of wider
research on interpretability of machine learning models.

1 Introduction

The advent of the digital age has made almost any human endeavor the source of
ever-increasing amounts of information. This information often takes the form
of computable data, that is, data which are available in a format that can be
machine processed and, ultimately, reasoned upon.

This data deluge pervades most scientific areas. A clear example of this can
be found in bioinformatics and biomedicine. Even if the human genome was
decoded only about a decade ago, genomic science has since become an almost
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fully data-driven area. This can also be said about many other areas in bi-
ology research. In all of these, an army of new data-acquisition technologies
coalesce with a widening range of investigation scales, from the molecule to the
population, to make them a major challenge for intelligent data analysis [1].
The blossoming -omics sciences (genomics, proteomics, metabolomics and the
like), in particular, have become a main target for machine learning researchers
precisely because their dependency on large and non-trivial databases. As ex-
plicitly stated in [2] “[...] the need to process terabytes of information has become
de rigueur for many labs engaged in genomic research”.

The example of medicine is not too dissimilar. The commodification of
healthcare, both in the public and private health sectors, is leading to a rapidly
increasing demand for personalization of patients’ treatments, which requires a
sophisticated management of information systems [3]. This is, amongst other
reasons, because the amount of medical information available to experts is in-
creasing exponentially.

If interpretability is a necessary requirement in medical applications, it is no
less relevant, for instance, in business applications and processes. Large opera-
tional databases are commonplace in retail and industry, and machine learning
techniques are expected to transform these data into meaningful business knowl-
edge in the form of actionable business plans. As bluntly stated in [4], a business
manager “is more likely to accept the [machine learning method] recommenda-
tions if the results are explained in business terms”. This comes to explain, for
instance, the success of rule induction methods in this application field.

All in all, data of different levels of complexity and of ever growing diversity of
characteristics are the raw materials that machine learning practitioners model
using the battery of methods at their disposal. The obtained models are meant to
be a formal representation of the available, observed data, for instance described
as some formalization of the relationships between the data features. In one
way or another, a model is meant to capture some of the intrinsic regularities
or patterns that might be present in the data. Therefore, the use of machine
learning techniques for data analysis can be understood as a problem of pattern
recognition or, more informally, of knowledge discovery and data mining.

There exist a gap, though, between data modeling and knowledge extrac-
tion that should not be ignored. Models, depending on the machine learning
techniques employed, can be described in diverse ways but, in order to con-
sider that some knowledge has been extracted from the raw data, the human
cognitive factor that any knowledge extraction process entails must be taken
into account. Deductive reasoning is at the core of the scientific method, but
inductive reasoning can be equally fruitful [5]. Nonetheless, in order to enable
inductive reasoning from the results obtained by machine learning and related
methods, humans need to resort to verbal and visual metaphors and the use of
these metaphors opens the door to subjectivity, which is not always a desired
scenario. Although interpretation and subjectivity cannot be extricated, it has
been shown that the weight of preconceptions and prior beliefs in data and model
interpretation can be at least partially assessed and controlled [6].
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Fig. 1: An schematic graphical representation of the process of interpretation
for machine learning models.

In any case, machine learning-based data models, regardless how sophisti-
cated, can effectively be rendered powerless unless they can be interpreted by
human experts, and the process of human interpretation does not necessarily
match that of machine learning algorithms, since it follows rules that go well be-
yond technical prowess. For this reason, this tutorial poses the proposition that
interpretability is a paramount quality that machine learning methods should
aim to achieve if they are to be applied in practice.

The achievement of interpretability in data analysis using machine learning
methods can be seen as a process with interacting stages, as described schemat-
ically in Figure 1. Data models are generated using machine learning tools and
these are interpreted using methods that are tailored to these tools. Then, the
human interpretation of these results must be communicated in the language of
the domain expert and can feed back onto the process by advising either data
or model adaptation.

Machine learning interpretability is thus the theme of a special session at
the 2012 European Symposium on Artificial Neural Networks, Computational
Intelligence and Machine Learning, for which this brief paper is a tutorial. In
section 2, we focus on the theme of dimensionality reduction as an efficient ap-
proach to model interpretation in machine learning, while, in section 3, we pro-
vide an overview and discussion of the different machine learning interpretation
approaches proposed by the authors of the papers presented in this session.

2 Interpretation through dimensionality reduction

The size of currently available databases makes scalability a necessary require-
ment for real world applications. Sophisticated adjustments to existing machine
learning techniques are often required to achieve this goal [7].

It is not uncommon to find that this problem concerns not only the num-
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ber of cases available in the database, but also the number of data attributes.
Problems of high and very high dimensionality (that is, problems in which the
analyzed datasets consist of hundreds or even thousands of variables) are becom-
ing commonplace in industry and bioinformatics, amongst other areas (think,
for instance, of the analysis of microarray data in genomics, where thousands of
variables, many of them likely to be uninformative, must be considered [8]).

Almost no problem is interpretable in practice if all data attributes are re-
tained and used to provide an outcome. Beyond practicality, when such a large
number of attributes is available, many of them are likely to be irrelevant to the
outcome of the method, if not directly counterproductive. Furthermore, data of
very high-dimensionality are bound to show unexpected geometrical properties
that might bias the interpretation of results [9].

The presence of a large number of attributes is often tackled using methods
of dimensionality reduction (DR). There are two main DR approaches available
to the analyst: feature selection (FS), in which features are appraised individ-
ually in order to either retain or discard them [10], both for supervised and
unsupervised [11] problems; and feature extraction (FE) [12], in which new non-
observable features are created on the basis of the original, observed ones.

It is worth noting that some of the most popular DR techniques in real-world
applications are precisely some of the simplest ones. This comes to explain, for
instance, the resilience and widespread use of a more-than-a-century old linear
FE technique such as Principal Component Analysis (PCA, [13]). It is not just
simple, but also readily interpretable, because the extracted features are linear
combinations of the observed ones and, as a result, the outcome can still be intu-
itively explained in terms of the latter. Moreover, it allows a very straightforward
data visualization through data projection onto the main extracted components.

An example of the power of a simple FS method can be found in [14], where
a basic but thorough backward selection procedure on top of a linear Single
Layer Perceptron (SLP) model achieved both high accuracy and maximum in-
terpretability in a medical problem of classification of human brain tumours,
using only three variables (selected out of almost two hundred) to discriminate
between two types of malignant tumours. In this problem, as in many more in-
volving the application of machine learning methods in medicine [15], the use of
FS is almost compulsory. Medical experts will only accept a parsimonious out-
come from a machine learning method, as they require a clearly explainable basis
for their decision making tasks that, furthermore, complies with their standard
operational guidelines, often based on simple and rigid attribute scores. The
alternative of FE often remains out of bounds, even if suitable to the problem
at hand, unless it can be easily reverted to the original observed variables.

With this in mind, it is also the case that some of the most interesting
and relevant machine learning contributions to the problem of multivariate data
DR have stemmed from the field of nonlinear dimensionality reduction (NLDR)
[9]. The challenge of interpretability is very explicit here: nonlinear methods
rarely provide an easy interpretation of the outcome in terms of the original
data features, because such outcome is usually a non-trivial nonlinear function
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of these features.
NLDR techniques usually attempt to minimize the unavoidable distortion

they introduce in the mapping of the high-dimensional data from the observed
space onto lower-dimensional spaces. Many approaches to this problem have
been presented, but they are beyond the scope of this paper. Some are reviewed
elsewhere [16] and the own ESANN conference has devoted special sessions to
this problem [17]. The problem of finding the adequate output dimension for
NLDR techniques is an area of research on its own [18]. Likewise, much effort
has been made to embed the NLDR projection or mapping distortion into the
own machine learning training process, for instance in the form of magnification
control [19, 20].

The pursuit of interpretability in NLDR methods is still a wide open and
most interesting research challenge. Dimensionality reduction, in its most ex-
treme form, can lead to methods of information visualization. As stated in the
introduction, interpretability may be seen as a problem of knowledge extrac-
tion from data regularity patterns. One of the forms in which we can achieve
knowledge extraction is precisely through visualization. As stated in [21], infor-
mation visualization can help us to gain insights into a problem through graph-
ical metaphors, in a uniquely inductive manner that taps into the sophisticated
visual capabilities of human cognition. The visualization of multivariate data
involves a problem that goes beyond artificial pattern recognition using machine
learning and related techniques to involve a proactive observer. The cognitive
processing of visual stimuli [22, 23] includes an element of natural subjectivity,
that the analyst must aim to control as much as possible [6].

Many of the most relevant recent machine learning contributions to multivari-
ate data visualization have their origin in the field of NLDR [9]. A well-know and
widely used NLDR method for data visualization in low-dimensional spaces is
Kohonen’s Self-Organizing Map (SOM) [24], in its many variants. This method
attempts to model data through a discrete version of a low-dimensional manifold
consisting of a topologically ordered grid of cluster centroids.

The nonlinearity of a method such as SOM entails the existence of local
distortion (magnification) in the mapping of the data from the observed space
onto the visualization space. This involves nonlinear manifold stretching and
compression effects that limit the direct interpretation of the visual data rep-
resentation. Its nonlinearity has not prevented SOM to achieve mainstream
status, even in very practical application fields [25]. In any case, the nonlinear
distortion introduced by an NLDR method such as this is still problematic from
the viewpoint of the achievement of interpretability. There have been efforts to
provide visual solutions to this limitation [26], by defining and visualizing DR
quality measures that, embedded in the method, can be associated to each data
point, using coloring procedures for the data-corresponding cells in the Voronoi
tesselation [27] of the projection space.
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3 Making Machine Learning interpretable: Contributions
to the 20th ESANN special session

A total of nine papers were accepted for the special session on interpretable
models in machine learning, organized as part of the 20th ESANN conference.
All these papers provided diverse and insightful methods to address the problem
of interpretability for a number of different machine learning techniques. They
also differed in scope: some of them are purely theoretical, whereas others are
very specifically application-oriented. Several focused on interpretation through
visualization methods, and that is the reason why we paid special attention to
the problem of DR for visualization in the previous section. What follows is a
brief structured discussion of their contributions.

In traditional statistics, an attractive way of presenting models to non-expert
mathematicians is via graphical tools. An arguably old-fashioned but good ex-
ample of such a tool is the nomogram. When talking about non-parametric
models, the weights of the different covariates are not constant, which is a bar-
rier for the use of this graphical approach in machine learning. Nevertheless,
some progress along this direction is shown in [28], in the context of the medical
problem of survival modeling. This work sets for itself the task of making some
black-box models (support vector machines) interpretable, which is accomplished
using constant B-spline kernel functions and sparsity constraints. The challenge
of interpretability for nonlinear machine learning methods, in the context of the
study, is clearly stated by the authors: “clinicians are interested in decision
support supplied without interfering with the clinical work flow, in an automatic
way and providing recommendations”.

However, and as explained in the previous section, nonlinear models can
have locally linear properties. These can be used to focus on the most relevant
degrees of freedom captured by the model. This leads to a wide range of ap-
proaches to NLDR, as described in the previous section. One sensitive aspect of
NLDR methods is that of defining adequate evaluation measures to assess their
performance. Many of these come under the umbrella of the co-ranking frame-
work described in [29]. A new improved parametrization for this framework is
presented in this session in [30]. Importantly, this is linked to easy-to-visualize
point-specific quality measures. The advantage of using locally-linear, globally-
nonlinear models is shown in [31], where Fuzzy-Supervised SOM (FSSOM), a
semi-supervised variant of SOM that takes into account class label information,
is applied to a problem of hyperspectral images unmixing.

Some NLDR methods, such as SOM and Generative Topographic Mapping
[32], allow an explicit quantification of the local distortion of the mappings they
generate in order to achieve low-dimensional visual data representations. In
[33], a cartogram-based [34] method to reintroduce the local distortion into the
low-dimensional data visualization provided by the batch-SOM algorithm is pro-
vided. By reintroducing this distortion explicitly, the non-linearity of the map-
ping is factored in the visualization, which should help to ease its interpretation.

An alternative to visualizing the geometry of the data distribution is by re-
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course to mapping analytical classifiers into sets of explanatory rules that apply
to distinct sub-cohorts of data [35]. This approach has the advantage of speak-
ing the language of experts and so can be an important step in validation tests
in hazard and operability analysis (HAZOP), that is to say, to verify that the
classifier is “doing the right thing” by using the right variables in the right way,
by checking against prior knowledge. A further interpretation is in helping to
diagnose the model performance, where unexpected correct or incorrect classifi-
cations may be attributed, for instance, to outliers and data artifacts.

In [36], we find a basic instance of this approach, in which visualization aids
are provided for classification trees, a type of methods favored in application
fields such as business [4]. These aids target the input data distribution for each
class in each terminal node, using a method called Sectors-on-Sectors that builds
on work presented by the same authors at ESANN 2011 [37].

Increasingly, there is a tendency to marry rule-based interpretation with di-
rect analytical inference of the posterior probability of class membership. This
may be done using reference cases, the way a clinician, for instance, may inter-
pret new cases by reference to particular prototypical examples. The analytical
approach to model interpretation is by generating such prototypes.

The central concept in this approach is that of similarity or dissimilarity
between individual data points. These measures need to be set in the context
of the posterior probability distribution. Several of the papers in the current
special session relate to this [38, 39, 41]. In [39], expert medical knowledge is
integrated in a Fuzzy Supervised Neural Gas model (similar to the one used in
[31]) by explicitly coding such information into a class similarity/dissimilarity
measure, then used in classification to judge class label agreement. The practical
interpretability of the resulting model increases through the integration of this
expert-generated information.

The integration of knowledge (in this case in the form of biological informa-
tion from genomic databases) in a machine learning process as a way to increase
model interpretability is also followed in [40]. The authors discuss Structured
Variable Selection (SVS), a machine learning-based pipeline for the analysis of
high-throughput data that includes a step of semantic clustering and visualiza-
tion. This step increases the interpretability of the results through the identifi-
cation of their biological meaning.

A particular approach is to embed the statistical geometry of the posterior
distribution into the data space by calculating a nonlinear metric from which
similarity between data points with respect to classification probability is re-
flected in the geodesic distance between them. In this special session, such ap-
proach is followed in [41]. The disadvantage of this approach is that the metric
is non-Euclidean, therefore projective methods often used in data visualization
do apply directly. This enables the whole data set to be represented in a single
network, from which communities or other structural properties of the data may
be inferred. Moreover, the pairwise geodesic distances can be mapped onto a
rigorous Euclidean space where standard projective approaches to data visual-
ization will also apply. An example of this is the application of semi-supervised
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blind signal separation, for instance with convex-NMF [42], which is reported
elsewhere [43].

An orthogonal direction to visualizing the space of observations is to visualize
instead the relationship between the covariates. This leads to multivariate asso-
ciation maps, also known as graphical models, which can be useful for gaining
insights into the data structure. An extension of this approach is the derivation
of causal models, as described in ESANN 2011 in [44].

A different problem in machine learning that also involves interpretability
issues is that of defining interpretable machine learning methods capable of deal-
ing in a consistent way with data of heterogeneous nature. A two-layer artificial
neural network is presented in [38], in which the neuron model computes a sim-
ilarity function between data inputs and model weights. This model is capable
of coherently analyzing variables of different nature: continuous, ordinal, and
categorical, even if information is partially missing.

All of the above are generic approaches that may be applied to static data.
For time series, and more specifically, for failure time data, suited to longitudinal
data analysis, specific statistical considerations apply due to the occurrence of
censorship. In addition, the insights generate by these models are inherently
set in the time domain. Going back to the work in [28], the authors’ approach
provides an example of how this can be done, complementing the approach of
directly modeling the failure rate, i.e. the hazard distribution [45].
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