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Abstract. A solution for the automated recognition of six full body
motion activities is proposed. This problem is posed by the release of the
Activity Recognition database [1] and forms the basis for a classification
competition at the European Symposium on Artificial Neural Networks
2013. The data-set consists of motion characteristics of thirty subjects
captured using a single device delivering accelerometric and gyroscopic
data. Included in the released data-set are 561 processed features in both
the time and frequency domains. The proposed recognition framework
consists of an ensemble of linear support vector machines each trained to
discriminate a single motion activity against another single activity. A ma-
jority voting rule is used to determine the final outcome. For comparison,
a six “winner take all” multiclass support vector machine ensemble and
k—Nearest Neighbour models were also implemented. Results show that
the system accuracy for the one versus one ensemble is 96.4% for the com-
petition test set. Similarly, the multiclass SVM ensemble and k—Nearest
Neighbour returned accuracies of 93.7% and 90.6% respectively. The out-
comes of the one versus one method were submitted to the competition
resulting in the winning solution.

1 Introduction

The use of Machine learning (ML) as an approach to interpret human biomechan-
ical information has increasingly been investigated in recent years. For example,
the survey by Lai et al. [4] describes an overview of computational intelligence
methods applied to a wide variety of gait related recognition problems. ML can
be particularly powerful in settings where there is limited biomechanical data
and where full body apparatus, such as inertial measurement unit (IMU) body
suits or multiple camera based systems, are not practical. Therefore robust and
accurate recognition systems which are dependent only on a small number of
devices are highly desirable. Additionally, if the activities of interest are well
defined and can be reliably labeled, then a small number of optimally placed
IMUs with supervised ML is a fast, minimally invasive and inexpensive solution.

In Aung et al. [2] a comparison between a supervised ML model based on
Gaussian Mixture Models with other bespoke rule based methods was made. In
that study gait events were classified using a single tri-axial accelerometer. Only
the ML method was found to be robust to varying the attachment location of the
sensor on the leg. In the study by Anguita et al. [1] a multiclass Support Vec-
tor Machine (SVM) framework classified six full body activities with an overall
accuracy of 89%. In that study feature vectors containing 17 variables derived
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from accelerometer and gyroscope signals acquired by a single smart phone. In
the next section the data collected and presented in Anguita et al. [1] is outlined
and forms the basis of this study. In Section 3, we discuss our rationale to solve
this classification problem followed by a description of our proposed framework.
Section 4 shows comparative results between the proposed ensemble, a compa-
rable multiclass SVM and k—Nearest Neighbour (k—NN). Finally we conclude
and discuss the findings in Section 5.

2 Data Description

Originating from the study by Anguita et al. [1] the Activity Recognition (AR)
data-set was publicly released. This data-set forms the classification problem
for the AR competition within the European Symposium on Artificial Neural
Networks 2013 (ESANN). The released data-set contains a training set of 7352
instances each categorized into one of six motion classes: sitting, standing, lay-
ing, walking, walking upstairs and walking downstairs. A test set containing
2947 instances with initially unreleased labels was also provided for the final
competition submission. The training set had been randomized thus mixing the
samples from each of the 30 participants. The participant identifiers were not
released.

The provided set of features were derived from tri-axial accelerometric and
gyroscopic signals, captured using a single Samsung Galaxy S2 phone worn on
the waist sampled at 50Hz. The acquired signals had been pre-processed using a
median filter and a 3"¢ order low pass Butterworth filter with a corner frequency
of 20 Hz to remove noise. Additionally, the acceleration signals were further
separated into body and gravity signals using another low pass Butterworth filter
with a corner frequency of 0.3 Hz. The third order derivatives (jerk) of each of
the signals along each axis were also provided along with their corresponding
magnitudes using an Euclidean norm. The Fast Fourier Transform (FFT) of the
signals and their corresponding magnitudes were also provided. Each of these
resultant signals were applied to 17 functionals calculated using a sliding window
of 2.56s with a 50% overlap. Overall this led to feature vectors containing 561
variables for each instance.

3 Rationale and Methodology

The rationale that underpins the proposed framework begins with the assump-
tion that the three non walking activities (standing, laying and sitting) are likely
to have very different spatio-temporal characteristics to the three walking based
activities (walking, walking upstairs and walking downstairs). A non-walking ac-
tivity should be readily separable against any of the walking activities. However
it would be much more difficult to discriminate between classes that have simi-
lar motion characteristics, for example sitting and standing still. Therefore, we
consider the use of One Versus One models (OVO) that are specifically trained
to separate a single class against another. We have investigated linear classifiers
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for two reasons. First, a preliminary visual analysis was conducted (e.g. see
figure 1) which showed that even considering only the first 3 principal compo-
nents, the classes were almost linearly separable. Second, the dimensionality of
the data is much smaller than the number of instances, thus working directly
with the original features is more efficient. If the OVO modules work well then a
simple unweighted Majority Voting (MV) rule should be sufficient to determine
the final outcome. If our assumptions hold the expected distribution of votes
should occur as follows: 5 votes for the true class, 4 and 3 votes for the two
similar false classes respectively and the three dissimilar classes with 0 — 2 votes
each.

Walking
Upstairs
Downstairs

* Sitting

o Standing

o Laying
[Jsitting vs Laying
[ sitting vs Standing
[l Sitting vs Downstairs

>

Fig. 1: Visualization of the training data with three OVO decision boundaries
projected onto the three principal components.

3.1 One Versus One Support Vector Machines

The proposed OVO ensemble consists of 15 linear single class SVMs [3] each
trained only on the instances relevant to the two OVO classes of interest a and
b. Thus giving subsets of the data:

)

1 ifclass(xi) =a }n

Da, = Xi, Ui xieRp’ i =
b {( yi) | Y {_1 if class (x;) = b

i=1

where x; € RP denotes the vector of features for instance . The number of
training instances n is determined by the number of instances that belong to
class a or b from the N training instances available for all classes. Soft margin
linear SVM models were generated according to the following:

min LWl +Cd &
7 i=1
st: y(Wixi+b)>1-¢ and§; >0Vie{1...n}

where w and b represents the weight and bias parameters of the linear model.
C is a parameter which controls how the model fits the input data and needs to
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be tuned beforehand. The full set of features provided in the database was used
leading to p = 561. No further feature selection or processing was implemented.
The model was optimized using Sequential Minimal Optimization [3].

3.2 Omne Vs All Support Vector Machines and k-Nearest Neighbour

Six linear SVMs were trained to classify each of the six labels on a one versus
all (OVA) basis. We apply the full unaltered feature set and the same learning
scheme as described in the previous section. The main difference here being that
the six classifiers take n = N training instances in the following form:

1 ifclass(xi)) =a |

D = § (%1, yi) [ x5 € RP, ys = ?Cabb(x) ¢
—1 ifclass(xi) #a .
For final outcome of the OVA framework we employ a “winner take all” rule;
taking the highest value from the six models as final. Additionally, a k-Nearest

Neighbour model is also implemented for further comparison.

4 Results

We have compared the performance of the three methods described. The pa-
rameters that needs to be preset are C' for SVM-based approaches and k for
k—NN. The training scheme consisted of randomly splitting the original train-
ing set of 7532 instances into a new training set of N = 7000 instances and test
set of 352 instances. This process was repeated 800 times for a predefined value
of the parameters (C' € {1072, 107, 10°, 10} for SVMs and k € {1,2...,15}
for k—NN). The optimal value was obtained by choosing the maximum average
performance over all iterations. This optimal value was found to be C = 107!
for both SVM approaches and k = 10 for k—NN.
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Fig. 2: The histograms show the mean voting distribution output by the OVO
framework for the test set. Each subplot contains the vote breakdown for the
instances in each class. The dark shades indicate walking related classes, the
lighter shade indicates non-walking related classes.
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The confusion matrices in Table 1 show the outcomes for the OVO, OVA
and £k—NN methods respectively taken from the competition test set of 2947
instances!. The abbreviated column labels indicate the classes as follows: Wa -
walking, Up - walking upstairs, Do - walking downstairs, Si - sitting, St - standing
and La - laying.

Activity Wa Up Do Si St La Accuracy %
Walking 493 0 0 3 0 0 99.40
Upstairs 28 443 0 0 0 0 94.06
Downstairs 2 6 412 0 0 0 98.10
Sitting 0 2 433 56 0 88.19
Standing 0 0 9 523 0 98.31
Laying 0 0 0 0 537 100
Precision % 94.26 98.23 99.28 97.96 90.33 100.00 96.40

Activity Wa Up Do Si St La Accuracy %
Walking 496 0 0 0 0 0 100.00
Upstairs 41 430 0 0 0 0 91.30
Downstairs 37 2 381 0 0 0 90.71
Sitting 8 2 448 33 0 91.24
Standing 3 0 37 492 0 92.48
Laying 0 0 1 20 515 95.90
Precision % 84.79 99.08 99.74 92.18 90.28 100.00 93.72

Activity Wa Up Do Si St La Accuracy %
Walking 486 0 10 3 0 0 97.98
Upstairs 36 427 8 0 0 0 90.66
Downstairs 51 38 331 0 0 0 78.81
Sitting 0 4 0 409 78 0 83.30
Standing 0 0 0 47 485 0 91.17
Laying 0 0 0 2 2 533 99.26
Precision % 84.82 91.04 94.84 89.30 85.84 100.00 90.63

Table 1: Confusion matrix for the One-Vs-One SVM framework (top), One-Vs-
All SVM framework (middle) and k-NN model (bottom).

5 Discussion

The distributions of votes as shown in figure 2 generally follow the expectation
described in the rationale. For each case the true class repeatably receives 5
votes, the false similar classes 3 — 4 votes and the dissimilar classes less than 2
votes. The only exception to this trend being the votes for walking downstairs
when the true class is laying, here a dissimilar class received more than 2 votes.

IThe ground truth labels for the competition test set had been released by the time of this
paper’s composition but were not released during the development phase. Therefore the results
of this unseen test set are given instead of the mean of the iterated 352 evaluation instances
during the training.
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However even in this case the votes for the true class were unaffected. The
confusion matrices support the hypothesis of separability between the dissim-
ilar classes, with relatively very few false positives between them for all three
frameworks. As expected significantly more false positives exist between classes
that are similar, mostly notably between sitting and standing; and also between
the walking classes. Though in these cases overall the OVO ensemble performs
better compared to the OVA system and k—NN, thus leading to highest overall
accuracy score of 96.4%.

The release of the AR data-set will facilitate many further investigations in
both ML system development and also in the understanding of human move-
ment. An interesting factor not considered in the competition and this study is
the difference between the subjects. The participant identifiers were not initially
released for the purpose of the challenge but will be useful in determining fea-
tures that are idiosyncratic and those that are common to the cohort. Previous
works by [7, 5, 6] specifically investigate these factors and utilize them in the
development of motion recognition systems. To test this the AR data-set could
be split by subjects and evaluation could be done on unseen subject specific
instances.
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