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Abstract. Energy efficiency in buildings requires having good predic-
tion of the variables that define the power consumption in the building.
Temperature is the most relevant of these variables because it affects the
operation of the cooling systems in summer and the heating systems in win-
ter, while being also the main variable that defines comfort. This paper
presents the application of classical methods of time series forecasting, such
as Autoregressive (AR), Multiple Linear Regression (MLR) and Robust
MLR (RMLR) models, along with others derived from more complex ma-
chine learning techniques, including Multilayer Perceptron with Non-linear
Autoregressive Exogenous (MLP-NARX) and Extreme Learning Machine
(ELM), to forecast temperature in buildings. The results obtained in the
temperature prediction of several rooms of a building show the goodness
of machine learning methods as compared to traditional approaches.

1 Introduction

In the recent years, the interest in energy efficiency in large buildings has grown
considerably. This interest is due to several reasons: the price growth of energy
sources such as oil, the increasing need to preserve resources by shifting to re-
newable energy sources, the economic reasons like the increase in overall machine
performance and industry productivity and the appeals and mandates imposed
by governments to protect ecological systems and to ensure environmental sus-
tainability. One of the most energy-intensive elements is the HVAC (Heating,
Ventilation and Air Conditioning) system. HVAC control systems should be able
to predict the temperature response to changes in the input data (meteorological
and environmental conditions, changing seasons, holiday periods, etc.).

In the literature it is possible to find comparisons of linear models with ANNs
applied to daily temperature profile forecast [I] and indoor temperature forecast
in buildings [2], which conclude that neural networks are more advantageous
than linear models. In the present work, some emerging methods like Extreme
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Learning Machines (ELMs), or the combination of Multilayer Perceptron (MLP)
and Non-linear Autoregressive techniques (NARX) will be introduced and com-
pared with other more traditional models based on linear approximations like
Multiple Linear Regression (MLR), Robust Multiple Linear Regression (RMLR)
and Autoregressive models (AR).

This paper is organized as follows. Section 2] describes the data employed in
the experiments. Section [B] explains the methods that will be assessed for fore-
casting purposes. In Section ] we present the most relevant results by analysing
and comparing the behaviour of the simulated models. In Section [l some con-
cluding remarks are sumarized.

2 Data Used

The temperature prediction is based on data obtained by simulating a building
using the TeKton 3D software'. The simulated building, which is used for edu-
cational purposes, is located in Mdlaga (Spain) and has an altitude of 10 meters
above sea level. The data that will be used in the experiments contain outdoor
climate variables, indoor climate variables and power consumption of four dif-
ferent areas inside the building. Each of these variables is sampled hourly. The
variables are month, day of the month, official time, relative humidity (%), out-
side temperature, setpoint temperature of the room, total thermal power, current
temperature and predicted temperature. Low and high setpoint temperatures are
22°C and 24°C, respectively. These temperatures are kept constant for the en-
tire year. The environmental temperature is measured inside each room. The
variable total power represents the value consumed by the air-conditioning ap-
pliance during one hour. Power with negative values corresponds to heating
mode, whereas positive values indicate the cooling mode. Low and high setpoint
temperatures were merged as a single variable because they are set to 1 when
they are active and to 0 otherwise. Input variables are standardized which gives
as a result a new variable with mean 0 and standard deviation 1.

3 Methods

Table [T shows the correlation matrix among the temperatures in the four rooms,
which shows a strong correlation among them. For this reason, we will show
only the results obtained for room 1.

The choice of a particular predictive method for a regression problem is
not always obvious. In some cases, the simplest methods may not be enough
to approximate the intricate relationships between input and output variables,
while in others, the most complex methods would probably be an overkill, or
will simply not be able to properly tune their parameters to approximate the
data [3]. The classical methods that will be evaluated are MLR, RMLR and AR
models, while the non-linear methods will be neural models based on ELM and
a combination of NARX with MLP. Next, we describe these methods:

Ihttp://www.nemetschek.es/tekton3d/
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Room 1 2 3 4

1 1.0000 | 0.9411 | 0.9861 | 0.9771
0.9411 | 1.0000 | 0.8993 | 0.9027
0.9861 | 0.8993 | 1.0000 | 0.9914
0.9771 | 0.9027 | 0.9914 | 1.0000

ML

Table 1: Correlation matrix of temperatures in the four rooms.

e Multiple Linear Regression (MLR) fits a model linear in the model coeffi-
cients [3]:

P
y(t):b0+2ka(t7i)+e(t), t=1,...,n (1)

i=1
where b; are the regression coefficients, X, x, are the input data, y; is
the output variable and € is the error vector. The robust version of the
regression function (RMLR) uses an iteratively reweighted least-squares

algorithm to give lower weight to points that do not fit well. The results
are less sensitive to outliers [4].

e In the Autoregressive (AR) model, the output is based on a linear combi-
nation of its past outputs [5]. The formula that defines an AR process of
order p is:

P
y(t) =c+ > oyt —i)+e(t) (2)

i=1
where ¢ is a constant, o; are the parameters of the model and €(t) is white

noise. The AR parameters can be calculated using different methods [6].

e Extreme Learning Machine (ELM) is a Single-hidden Layer Feedforward
Network (SLFN) with an optimized learning algorithm [7]. The ELM
algorithm has the following stages:

1. Coeflicients of the hidden layer are randomly initialized.

2. Calculate the optimal output weights using the pseudo-inverse.

Many types of hidden nodes including additive/RBF hidden nodes, multi-
plicative nodes and non neural-like nodes, can be used as long as they are
piecewise non-linear.

e Non-linear Autoregressive Exogenous models (NARX) are commonly used
for the prediction of time series by approximating non-linear relationships
among exogenous variables and the variable to predict, according to the
equation [8] [9]:

yt) = flzt —1),2(t — 2)...2(t — d);
y(t =1),y(t =2),.y(t —d)) (3)
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where y(t) is the variable to predict at and z(¢) is an external or exogenous
time series. Often, the non-linear function f is simply a polynomial. It
is also possible to create a dynamic MLP network to model the NARX
function f assuming that, at instant ¢, the d past values of the variable to
predict and the exogenous variable are available. This can be implemented
in practice by applying a delay of d samples to both variables.

4 Results

In the first place, a feature selection method, RReliefF, is applied to obtain the
relevant inputs to the model [I0]. The most relevant variables chosen by the
RReliefF algorithm were official time, setpoint temperature, current tempera-
ture, outside temperature. The result of this analysis is used later. The past
temperatures of the rooms appear listed as very significant. The official time is
also selected in the first positions, except for room 4 (ninth place). The outside
temperature appears in a higher position in the ranking for room 2, indicating
that this room is probably more affected by outside climatic conditions than the
rest.

All the methods were systematically evaluated on the dataset introduced in
Section [2] and the Mean Absolute Error (MAE) on the test set was calculated
as an average of 20 simulations, to make the results independent of the initial
choice of parameters. The models were trained using annual data, with the first
20 days of each month for training and the rest for testing. The individual MAE
for each month was obtained for every model, as well as the yearly error average.
The number of hidden nodes for the ELMs was evaluated from 100 to 200 in
steps of 20 nodes. The best architecture in terms of annual MAE (12 month
average) for room 1 was 180 hidden nodes, which produced a MAE of 0.555°C.

Initially, the values of MAE obtained with ELM were disappointing because
they were much higher than those obtained with linear models (see Table [2I).
However, the analysis realized with the RReliefF' algorithm was used and the
performance gain was substantial. The average monthly improvement in MAE
with ELM when using variable selection is 67%. However, the fact of perform-
ing variable selection hardly influences the linear models’ error. For the MLR
models, the mean annual error increases in 0.8%, while for the RMLR models
the average improvement is only 1.6%.

Regarding the AR, the model order was evaluated from 1 to 48. The order
p = 24 was selected as the one which produced the lowest Akaike Information
Criterion (AIC). Thus, one AR(24) model was built for each month and their
coefficients were estimated by the Burg method [6].

For the MLP NARX implementation, separate open-loop NARX models were
built for each month, using the most correlated room temperature with the
desired one as exogenous variable and a lag of 24 hours. The MLPs for each
monthly NARX model were given one hidden layer composed by 20 nodes with
sigmoid activation functions. The monthly MAE attained for room 1 with the
methods proposed in Section Bl are summarized in Table Additionally, the
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naive forecast models y(t) = y(t — 1) and y(¢) = y(t — 24) are added. The rest of
the rooms’ behaviour is similar so they have been omitted. From the inspection
of the results, one can easily deduce that the MLP and NARX combination
yields the best results in terms of MAE among all the methods. The MLP
NARX predictions for the test set are graphically represented for a winter month
(January) and for a summer month (July) in Fig. [l The linear methods behave
mostly alike, but the robust variant usually achieves a slightly better MAE.

ELM did not stand out clearly as an alternative to the much simpler linear
methods for this particular problem. However, when features selection is per-
formed using the RReliefF algorithm a significant improvement (more than 67%)
is achieved with the ELM model. In general, the best errors are obtained for the
months of April and October. This is due to the shorter range of temperature
variations during these months of the year. As a consequence, these series are
easier to predict by all methods.

ELM MLP-

y(t)=y(t-1) y(t)=y(t-24) MLR RMLR AR ELM RReliefF NARX
Jan. 0.208 0.710 0.302 0.180 0.2564 0.625 0.228 0.101
Feb. 0.149 0.298 0.149  0.123  0.158 0.413 0.130 0.088
Mar. 0.149 0.530 0.152  0.132  0.165 0.500 0.151 0.100
Apr. 0.125 0.383 0.146  0.115  0.139  0.463 0.101 0.064
May 0.225 0.285 0.290  0.237  0.296  0.605 0.198 0.095
Jun. 0.286 0.537 0.396  0.292  0.325 0.561 0.210 0.078
Jul. 0.377 1.063 0.554  0.376  0.447  0.749 0.292 0.164
Aug. 0.338 0.492 0.462  0.344  0.344  0.610 0.233 0.119
Sept. 0.228 0.562 0.304 0241  0.316 0.536 0.212 0.143
Oct. 0.156 0.251 0.161  0.154  0.191  0.486 0.132 0.068
Nov. 0.164 0.392 0.166  0.138  0.151  0.552 0.137 0.150
Dec. 0.171 0.648 0.209 0.147 0.197 0.559 0.175 0.222
Mean 0.215 0.513 0274 0.207 __0.249 _0.565 0.183 0.116

Table 2: MAE obtained in each month for room 1 with the different proposed methods.

5 Conclusions

Temperature prediction is crucial for the management of energy efficiency in
large buildings. This prediction can be made using different linear and non-linear
techniques, several of which have been compared in this paper and tested using a
simulated one-year temperature record for a particular building. An exhaustive
analysis of the data has been made as a first step before building these models.
The results show that linear regression methods produce similar errors, with a
slight advantage for robust models. AR models for short term prediction also
offer similar performance, or slightly better, than multiple regression.
Non-linear machine learning methods offered mixed impressions. On one
hand, the combination of MLP and NARX outperformed all the other methods
in terms of mean absolute error. On the other hand, ELM did not perform very
well initially. However, performing variable selection using the RReliefF ranking
method did improve the errors of ELM by more than 67% in average, improving
the errors of the linear methods. Furthermore, the results have indicated that the
RMLR, ELM RReliefF' and MLP-NARX models have outperformed the naive

361



ESANN 2013 proceedings, European Symposium on Artificial Neural Networks, Computational Intelligence

and Machine Learning. Bruges (Belgium), 24-26 April 2013, i6doc.com publ., ISBN 978-2-87419-081-0.
Available from http://www.i6doc.com/en/livre/?GCOI=28001100131010.

Temperature of room 1 - January

23 T T T
! o A "
vy P LN “
22 A AN (A
IR I
AL IR ARth
I TR T NI
21 R T AR
o 1:" 1 ‘: [N \‘\ 1
i i
~ o IRTIR Y ‘\,‘ !
8207 “ ‘U: \ ! ! | i
] ¥
" LY \
b
I
19 Wt ! R
‘\’y 1
l
b
181 —Training N h
Validation
- - -Predicted
17 T L L L L L L
100 200 300 400 500 600 700

Hour

Fig. 1: Prediction of the temperature of room 1 with MLP NARX models for January.

models y(t) = y(t —1) and y(t) = y(t — 24). As future work, systematic variable
selection methodologies and ensembles of non-linear models will be researched.
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