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Abstract. In this paper, we propose an approach to monitor the change
in the daily routine of a person living in a smart home using the long term
analysis of the activities performed, where daily routine is the group of
activities that can be performed in a single day and are repeated over a
period of time. In the proposed approach, first the activity recognition
is performed, in which the newly detected activity instances are labeled
using the probabilistic neural network learning model. Next, the daily
routine of the occupant is analyzed by exploiting the group of activities
of a day performed over a period of time. We apply K-means clustering
to separate the normal routine from unusual and suspected routines. The
proposed approach is validated on a publicly available Kasteren dataset.

1 Introduction

A smart home is equipped with sensors and actuators in order to monitor the
human activities. Activity monitoring has a number of prospective real world
application in health-care and assistive living. Activity recognition is a chal-
lenging problem due to variations in performing an activity, unreliable nature of
the sensor data, missing and faulty values and sparse feature set due to the spa-
tially distributed nature of activities. The smart home projects such as AWARE
Home at Georgia Tech [1] and CASAS Smart Home [2] have been developed to
provide valuable functionalities in activity recognition and assistive living. Most
of the classification approaches focus on capturing the sensor observations and
recognizing the activities of daily life [3, 4, 5].

This paper describes an approach to monitor the activities of daily life of an
individual living in a smart home and then detects the changes in the activity
patterns in the daily routine of an occupant over time. The approach first recog-
nizes the activities using probabilistic neural network (PNN) and then analyzes
the daily routine by K-means clustering. The PNN classifier is selected for ac-
tivity recognition, which is derived from Bayesian networks and has the ability
to converge to an optimal classifier. PNN is less sensitive to noisy and sparse
data [6]. In next step, we use the k-means clustering to cluster the days based
on the frequency of performed activities. The cluster analysis finds deviations
from the normal daily routine and detects the unusual trends.

The rest of the paper is organized as follows. Section II discusses the related
work on activity recognition. In Section III, we discuss the proposed approach
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based on PNN and K-means. In Section IV, the approach is validated using the
publicly available Kasteren dataset [3]. Finally, Section V draws conclusions.

2 Related work

Over the past few years, a number of different machine learning approaches have
been proposed to recognize the activities of daily life. The Decision Tree (DT)
classifier has been used to recognize the activities such as walking and running
[5]. The multilayer feed forward neural network is applied for the classification
of static (sitting, standing) and dynamic activities (walking, running) [7]. The
Support Vector Machine (SVM) widely being used in activity recognition is
applied to recognize and discriminate the cough sounds [8]. Next, multiclass one-
vs-one SVM is used to recognize the daily activities such as sleeping, eating by
incorporating the prior knowledge and the performance is improved by utilizing
the time information [4]. The performance of Hidden Markov (Model HMM) and
Conditional Random Fields (CRF) is compared for activity recognition in [3].
In [9] the comparison of soft-margin multiclass SVM (C-SVM), CRF and linear
discriminant analysis (LDA) is performed for the recognition of daily activities,
where superior performance is shown by C-SVM in comparison to CRF and
LDA, while CRF overfits the dominant class. A generalized activity recognition
approach can be developed by using the common activities spanned over multiple
environmental settings and different residents [10].

Moving a step further in activity recognition, monitoring the daily routine
through long term analysis of recognized activities provides a useful insight of the
smart home occupant. A behavior recognition approach is presented using Naive
Bayes (NB) probabilistic model and k-means clustering [11]. The support vector
data descriptors is exploited to analyze the elderly behavior [12]. A data mining
approach based on growing self organizing maps is applied to monitor the daily
activities [13]. An activity monitoring approach to access the blood glucose level
of diabetic patients through daily activities is developed using Artificial Neural
Network (ANN) [14].

3 Proposed activity monitoring approach

The proposed approach identifies the change in the daily routine of a person
by long term monitoring of the every day performed activities. Useful features
are extracted from the pre-segmented activities. We use the learning algorithm
PNN [15, 6] for activity recognition. The recognized activities are then utilized
to group the days in which a person follows a different routine from normal. We
use K-means clustering algorithm for grouping [16]. The block diagram of the
proposed approach is shown in Fig. 1. Let A be the training set of K activities
{AME | and Iy, = L1g, oo, ik, ooy Ly be the set of J activity instances of Ag.
Each I is observed through R binary sensors. A feature set Fj; of R features
is extracted from Ij; such that:

Fie = {fjuhiss- (1)
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Fig. 1: Block diagram of the proposed approach.

Each feature represents the frequency of activated sensors within ;3. PNN clas-
sifier is trained for activity recognition using the extracted features from multiple
activity instances of each activity. In PNN, neurons are in four layers: input,
pattern, summation and decision layer. The input layer of PNN distributes the
feature set of the training sample Fj; to the pattern layer neurons. In the pat-
tern layer, neurons /3 is equal to the training samples and each pattern neuron
belongs to a class Ai. Each pattern neuron receives the feature vector Fj, and
computes the output ¢, (Fji) by

(Fj — 2j)T (Fyr — xjp)
202 ’

b (Fji) = exrp | — (2)

(2m)R/2R
where R denotes the dimension of the pattern vector Fjj, o is the smoothing
parameter and x; is the neuron vector. The summation layer sums the output
from the pattern layer corresponding to a particular class from which the training
samples are selected. The summation layer neurons compute the maximum
likelihood of pattern being classified into by summarizing and averaging the
output of all neurons that belong to the same class.

J

1 1 (Fjp — )" (Fjr — a1

pe(Fik) = (2m)E26R ] Z exp [_ 952 ) (3)
=1

where J denotes the total number of activity instances in Ay. In decision layer,
from the output of summation layer while assuming an equal a priori probability
of each activity class Ap and an equal losses associated with every incorrect
decision for each activity class Ay, the input Fj is assigned to the class in
accordance with the Bayes’s decision rule as

CFir = argmax {pp(Fj)},k=1,2,- - , K, (4)
k

where CFi* denotes the estimated class of F jr and K is the total number of ac-
tivity classes in the training samples. The trained PNN is then used to recognize
the new activity instances.

Next, the recognized activities of each day are used to define the daily routine
of the person. Let a routine I'y is defined by the frequency of the activities
performed in a day, {I'4s}2_,, where D is the total number of days.

Iy= {ﬁka }15:17 (5)
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Table 1: The accuracy breakdown of activities using proposed approach

Activities | Leaving | Toileting | Showering | Sleeping | Breakfast | Dinner | Drink
Leaving 91.18 0 0 0 0 0 0

Toileting 5.8 99.12 0 2.08 0 0 10.00
Showering 0 0 100.00 2.08 0 0 0
Sleeping 0 0 0 93.75 0 0 0
Breakfast 0 0.88 0 0 75.00 25.00 0
Dinner 2.94 0 0 0 15.00 58.33 0

Drink 0 0 0 2.08 10.00 16.67 | 90.00

where 74, is the number of instances of Ay recognized in a day d. I'y is further
grouped into three clusters S,, where z = 1,2,3 using unsupervised learning
K-means clustering so as to minimize the within-cluster sum of squares

3
arg;ninz > T — el (6)

z=1Tg4€S.

where p, is the mean of points in S,. Next, we find the inter-difference between
three clusters. The two cluster with the maximum difference between each other
are labeled as normal and deviated trends in daily routine. Normal is the one
with more I'y and Ay in a day while the other cluster represents the deviation
from normal. The third cluster in the middle is the suspected cluster which
contains undecided routines. In suspected cluster most of the activities are
performed but with less frequency.

4 Experimentation

The performance of the proposed approach is evaluated in-terms of recognition
accuracy of the activities and the detection of unusual trends in the daily rou-
tine of the smart home occupant on the Kasteren dataset [3]. The dataset is
collected in a three bedroom apartment for a period of 28 days using 14 state
change sensors. The Dataset comprises of leaving, toileting, showering, sleeping,
breakfast, dinner and drink activities. The information used for the formation
of feature set includes sensor location and frequency of sensor (de)activation.
We apply leave one out cross validation, where one day data is used for testing
while remaining days data is used for training.

The average recognition accuracy achieved by the PNN is 88.62%. Table. 1
shows the accuracy breakdown of the activities on the Kasteren dataset. The
PNN recognized the Leaving, Toileting, Showering and Sleeping activities with
an accuracy of 91.18%, 99.12%, 100% and 93.75% respectively. The activities of
Breakfast, Dinner and Drink are recognized with an accuracy of 75.00%, 58.33%
and 90.00% respectively. The activity of Breakfast sends its 15% errors to Dinner
and 10% errors to the Drink activity. The Dinner activity sends its 25% errors
to Breakfast and 16.67% to Drink activity. As the Breakfast, Dinner and Drink
activities are performed in the same location and share similar objects therefore,
PNN confuses in the recognition of these activities.
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Fig. 2: (a) Clusters presenting normal (box), suspected (dot) and unusual (as-
terisk) trends in activities performed per day. (b) The frequency of performed
activities per day.

In the next step, the output of the PNN is utilized for long term monitoring
of activities performed by the smart home occupant. In Fig. 2-(a), the clusters
on the extremes of top and bottom represents respectively, the normal and the
unusual trends of smart home occupant, whereas the middle cluster presents the
suspected routine based on the less frequency of the executed activities. Out of
the total 25 days, normal routine is followed in 17 days. The five days presents
the suspicious trend, in which activities are performed, but less frequently and
three days presents the unusual trends. Fig. 2-(b) shows the frequency of per-
formed activities over the days. For example, it can be observed, that on the
sixth day, the occupant only performed the toileting, showering, sleeping and
breakfast activities and stayed mostly at home, indicating an unusual trend be-
cause of less frequency of activities performed. The above results shows that
long term analysis of the activities can provide a detailed insight into the daily
routine of smart home occupant and any change in the trends can be observed.

5 Conclusions

In this paper, we presented an approach for long term monitoring of activities in
smart home to support independent living of the elderly. The proposed approach
is based on feature extraction, learning on these features to recognize activities
using probabilistic neural network and then recognized activities are used to find
out the daily routine based on K-means clustering. The proposed approach is
able to differentiate between the normal daily routine and the deviations from
the normal. The future research direction of this work would be in investigating
and modeling an online activity monitoring system, which may also utilize the
time information.
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