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Abstract. This paper introduces locally weighted temporal difference
learning for evaluation of a class of policies whose value function is non-
linear in the state. Least squares temporal difference learning is used
for training local models according to a distance metric in state-space.
Empirical evaluations are reported demonstrating learning performance
on a number of strongly non-linear value functions, without the need for
prior knowledge of features or a specific functional form.

1 Introduction

In recent years, a number of methods for solving optimal control problems have
been proposed and applied successfully to a series of problems. Examples in-
clude variants on Differential Dynamic Programming (DDP) [1, 2], Iterative
Linear Quadratic Regulator design (ILQR) [3, 4] and Path Integral Policy It-
eration (PI2) [5]. A common strategy in these approaches is their use of local
approximations of the system dynamics and the cost, in order to compute lo-
cal optimal control laws along a nominal trajectory. This simplifies potentially
high-dimensional, non-linear control problems within local regions of the state
space, enabling their solution.

A disadvantage of such approaches is their reliance on model information,
both in terms of the dynamics of the system, and the cost. In many situations,
such information is unavailable, for example, when acting in unstructured en-
vironments or interacting with unfamiliar objects. In such situations, a data
driven approach is desirable, in which controllers may be selected and evaluated
according to the observations available from limited experience.

In this paper, we continue in the spirit of applying local approximation tech-
niques to simplify non-linear optimal control problems. However, rather than
relying on model knowledge, we explore the use of model-free reinforcement
learning techniques, based on recent advances in Least Squares Temporal Dif-
ference learning [6, 7]. Our approach is inspired by local learning techniques
[8, 9] that have been used for supervised learning, for example, for modelling
the dynamics of robotic systems. In contrast to these approaches, however, here
we directly learn the policy evaluation function from data, avoiding sources of
error from inaccuracies in the dynamics model. We demonstrate our approach
for learning value functions for a number of non-linear problems.
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2 Problem Definition

We focus on the learning of state-action value functions for model-free evaluation
of control policies in continuous state and action spaces. Denoting the state as
x ∈ R

P and the action as u ∈ R
S , the policy evaluation problem is to form an

estimate of the function

Qπ(xt,ut) =

∞∑

s=0

γsj(xs+t,us+t) (1)

that predicts the long-term return from state xt, when applying command ut,
and acting according to policy u = π(x) thereafter [10]. Here, γ ∈ [0, 1) is a
discount factor and j(x,u) is the instantaneous cost received at state x when
applying command u, and the state transitions are dictated by the (discrete
time) system dynamics xt+1 = f(xt,ut).

We assume that the functions for the dynamics f and the cost j are un-
known, however, by acting in the environment, we may collect data with which
to form our estimate of (1). Specifically, we assume that data of the form
D = {xn,un, x̄n, jn}Nn=1 are given1 (or may be collected) where x̄n is the state
to which the system transitions when command un is applied in state xn (i.e.,
x̄n = f(xn,un)) and jn is a measurement of the instantaneous cost of the tran-
sition. Note that, no assumption is made about the origin of these samples,
thereby allowing on- or off-policy estimation of Qπ.

3 Least Squares Temporal Difference Learning

In order to estimate the state-action value function (1), least squares methods
have been suggested [11, 6, 7] based on a linear approximation

Qπ(x,u) ≈ Q̃π(x,u) = θ�φ(x,u) (2)

where φ(x,u) ∈ R
M is a vector of features and θ ∈ R

M is a vector of parameters.
The features φ(x,u) = (φ1(x,u), · · · , φM (x,u))� may be hand-selected for a
given application, or consist of generic features (e.g., a set of polynomials, radial
basis functions, etc. [11]).

With the linear model (2), the parameter θ is learnt through a form of
temporal difference learning [10] that aims to enforce self-consistency of the
estimate based on the data. Specifically, the approximation that minimises the
temporal difference error on each sample point, δn = Q̃π

n − Tπ[Q̃π
n ], is sought.

In vector notation,
θ = argmin ||Q̃π − Tπ[Q̃π]|| (3)

where Q̃π ∈ R
N is the vector of model predictions (i.e., Q̃π

n = Q̃π(xn,un)) and
Tπ[Q̃π] ∈ R

N are the model predictions under the Bellman operator

Tπ[Qπ(x,u)] = j(x,u) + γQπ(x̄,π(x̄)). (4)

1Note that, if the data D consist of a continuous sequence of transitions (e.g., if D
represents a single trajectory), then the subscript n may be replaced with the time in-
dex t, and x̄t = xt+1. In general, however, this is not required and the individual tuples
{(x1,u1, x̄1, j1)), · · · , (xN ,uN , x̄N , jN ))} may be drawn independently (e.g., if the data con-
sist of (potentially disconnected) subsamples of a trajectory).
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Geometrically, the vector of temporal difference errors δ = (δ1, · · · , δN )� can be
visualised as the black vector in Fig. 1.

Fig. 1: Orthogonal projection
of Tπ[Q̃π] onto the column
space of Φ (blue area). In the
LSFP approximation, the pa-
rameter θ is chosen such that
the error vector (red) is driven
to zero.

As noted in [11], direct minimisation of (3)
is difficult in the model-free setting, and exper-
imentally we found it to be unstable in learn-
ing. An alternative is to use what is known
as the Least Squares Fixed Point (LSFP) ap-
proximation [11] that minimises the projection
of Tπ[Q̃π] onto the column space of Φ ∈ R

N×M ,
where Φnm :=φm(xn,un). That is,

Φ�(Q̃π − Tπ[Q̃π]) = 0 (5)

is sought. Geometrically, this corresponds to the
solution for which the red vector in Fig. 1 van-
ishes.

Substituting the model Q̃π = Φθ, and ex-
panding the Bellman operator Tπ[Q̃π] = j+γΦ̄θ (where Φ̄nm :=φm(x̄n,π(x̄n))
and j = (j1, · · · , jN )�) it is straightforward to derive the optimal estimator

θ = (Φ�(Φ− γΦ̄))−1Φ�j. (6)

4 Locally Weighted Least Squares Temporal Difference
Learning

In this paper, as an alternative to constructing a single, global estimator (6),
we instead investigate the use of local learning techniques. Specifically, we com-
pose our estimate of Qπ through a set of K local linear models, Q̃π

k (x,u) =
φ(x,u)�θk, each of which is responsible for a local region of the state space.

Each local model is trained according to a weighted version of (3),

θk = argmin ||Wk(Q̃
π − Tπ[Q̃π])|| (7)

where Wk ∈ R
N×N is a diagonal weighting matrix that controls the distribution

of errors over the data for the kth model. In the proposed scheme, the weights
Wk are computed according to the distance from the model centre, i.e., Wk,nn =
ŵk(xn) where ŵk(xn) is a normalised weighting kernel, such as a Gaussian or
tricube function [8, 12].

Under the linear model, the LSFP approximation can be found by solving

Φ�Wk(Φθk − j+ γΦ̄θk) = 0 (8)

from which we obtain the weighted least squares estimator

θk = (Φ�Wk(Φ− γΦ̄))−1Φ�Wkj. (9)

For prediction, we then combine the set of local models into one global model

Q̃π(x,u) =

K∑

k=1

ŵk(x)Q̃
π
k (x,u). (10)
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Note that, the global model (10) can potentially represent any non-linear func-
tion Qπ with appropriate choice of the local models Q̃π

k (x,u) (or, more specifi-
cally, basis functions φ(x,u)) [12]. Ideally, to avoid the need for prior knowledge
of the form of Qπ, a generic set of models with simple features, such as linear or
polynomial functions of x, u, is preferable. In our experiments, we investigate
learning performance using features forming a second-order polynomial basis.

5 Empirical Evaluation

In this section, we assess learning performance of the proposed approach for
problems involving non-linear Qπ, in the absence of prior knowledge of its func-
tional form. For this, we use data sampled from a second-order, discrete time
linear dynamic system (with time step δt = 0.02 s)

xt+1 = Axt + but (11)

where x = (q, q̇)� represents generalised position and velocity, and u = τ repre-
sents a generalised force.

Under these dynamics, non-linearities in Qπ may result from non-linearity
either in the control policy or the cost function. To test the robustness of
learning, we therefore apply our approach to learning from different combinations
of (i) a linear policy π(x) = −4q − √

4q̇ and (ii) a non-linear policy π(x) =
4 sin(2q) cos(2q̇), and from (i) a quadratic cost function j(x,u) = q2 + 0.1q̇2 +
0.1u2 and (ii) a non-quadratic cost j(x,u) = sin(3q) cos(3q̇) + 0.01u2 (both
discounted with γ = 0.75). As illustrated in Fig. 2, the value function associated
with these is strongly non-linear in the state.

As training data, we used 750 data points, sampled uniform-randomly across
the state-action space q ∼ U [−1, 1], q̇ ∼ U [−1, 1], τ ∼ U [−10, 10], and a further
750 points were reserved as unseen test data. For learning, we used a model
consisting of a 5× 5 grid of local models with Gaussian weighting functions ŵ(·)
and widths σ2 = 0.1. For evaluation, it should be noted that, even for these
relatively simple problems, the true Qπ is not known. We therefore use Monte-
Carlo (MC) sampling on these data (using trajectories with T = 4 s, i.e., 200
steps) as our ground truth in order to estimate the approximation error. The
experiment was repeated for 50 trials on different data sets.

The results are given in Fig. 2 and Table 1. Looking at Fig. 2, we see that
there is a close fit between theQπ estimated with the proposed approach, and the
ground truth (MC) estimate. This is confirmed by the figures in Table 1, where
we see low normalised mean squared error (NMSE) and low variance across data
sets. These levels are comparable to those obtained with least squares regression
on the MC data (not reported here). In the case of learning from a linear policy,
and quadratic cost function, the NMSE is of the order of machine precision.

To further test the performance, we repeated this experiment with varying
quantities of data, and with varying levels of noise. In the case of the latter,
the state data xn, x̄n and the cost data jn were corrupted with zero-mean Gaus-
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Fig. 2: V π(x) = Qπ(x,π(x)) for different combinations of linear/non-linear policies
and quadratic/non-quadratic cost. From left to right: (i) Linear policy, quadratic cost,
(ii) linear policy, non-quadratic cost, (iii) non-linear policy, quadratic cost.

NMSE
Cost Policy Train Test

quadratic sinusoidal 0.014± 0.001 0.015± 0.002
sinusoidal linear 0.055± 0.004 0.057± 0.006

Table 1: Normalised mean squared error in predicting non-linear Qπ-functions (mean
± s.d. over 50 trials).

sian noise with variance proportional to the scale of the data2. The results are
provided in Fig. 3. As can be seen, increasing amounts of data result in grad-
ually decreasing NMSE, while increasing noise results in a graceful degradation
of performance.

6 Conclusion

By exploiting locally weighted learning techniques, this study presents an exten-
sion to Least Squares Temporal Difference learning that enables non-linear value
functions to be learnt in the model-free setting. Empirical evaluations illustrate
the effectiveness of the approach for learning a number of non-linear value func-
tions from data, and characterised the data requirements and susceptibility to
noise. Notably, the presented approach avoids the need for hand specification of
features based on domain knowledge. This is valuable in the model-free setting,
where lack of knowledge about the system dynamics makes specification of such

2Note that, this matches the situation that is likely to be encountered in a real learning
situation: information about the state, and the cost are likely to come from noisy sensor data.
The un, however, are likely to be exactly known, since these are given from the controller.
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Fig. 3: Effect of varying amounts of data (left) and noise (right). Shown are normalised
mean squared error (mean ± s.d. over 50 trials) on unseen test data.

features non-trivial.
In future work, the extension of this approach to online, incremental learning

will be explored, in which streaming data is used to evaluate multiple policies
simultaneously. Furthermore, the application of this approach to model-free
learning of control policies will also be investigated.
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