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Abstract. For operating in real world scenarios, the recognition of hu-
man gestures must be adaptive, robust and fast. Despite the prominent
use of Kinect-like range sensors for demanding visual tasks involving mo-
tion, it still remains unclear how to process depth information for efficiently
extrapolating the dynamics of hand gestures. We propose a learning frame-
work based on neural evidence for processing visual information. We first
segment and extract spatiotemporal hand properties from RGB-D videos.
Shape and motion features are then processed by two parallel streams
of hierarchical self-organizing maps and subsequently combined for a more
robust representation. We provide experimental results to show how multi-
cue integration increases recognition rates over a single-cue approach.

1 Introduction

The recent interest in low-cost range sensors using structured light technologies1

has led to promising results for the recognition of hand gestures [1]. The com-
bination of color and depth information (RGB-D) has been shown to increase
robustness under varying light conditions and reduce computational effort [2].
However, the human brain continues to outperform vision-based applications
in terms of performance and accuracy. This suggests that the introduction of
principles related to the dynamics of the neural visual system can represent a
good strategy for computational implementations aiming to address visual tasks
that a human observer can achieve effortlessly [3]. While the use of biologically
inspired neural architectures to learn human gestures and actions was proposed
by a number of approaches [4][5][6], the processing of different visual cues for
learning representations of gestures using hierarchical models has not yet been
explored extensively.

We present an interactive framework for learning and recognizing dynamic
hand gestures based on the following three assumptions that are consistent with
neural evidence: 1) In the mammalian visual system, visual scenes are analyzed
in parallel by two separated channels [7]. The ventral channel processes form
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1Kinect for Windows. http://www.microsoft.com/en-us/kinectforwindows
ASUS Xtion Pro Live. http://www.asus.com/Multimedia/Motion_Sensor/Xtion_PRO_LIVE/
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features and recognizes shape snapshots while the dorsal channel recognizes loca-
tion and motion properties in terms of optic-flow patterns [9]; 2) Both channels
contain hierarchies to extrapolate shape and optic-flow features with increasing
complexity [8][9], from low- to high-level representations of the visual stimuli;
3) Input-driven self-organization of visual information is crucial for the cortex
to organize by tuning itself according to the distribution of the inputs [10].

Our framework is motivated by these three principles and composed of two
main modules. In Section 2 we introduce the first module to estimate statisti-
cal hand shape and motion information from visual scenes. The second module
consists of a neurally inspired architecture for the clustering in two parallel
processing streams of the extracted visual cues and their combination. In Sec-
tion 3 we describe the learning and recognition phase based on a hierarchy of
self-organizing maps (SOM) that represent increasingly complex properties of
gestures. In Section 3 we provide experimental results and an evaluation for the
recognition of a set of learned gestures from RGB-D videos. In Section 4 we
present our concluding remarks and future work.

2 Statistical Hand Action and Pose Estimation

In order to extrapolate the dynamics of gestures, we use our algorithm for Statis-
tical Hand Action and Pose Estimation (SHAPE) that combines two techniques:
one for extracting inter-frame motion characteristics and the other for estimating
the shape of the hand. The visual result of the segmentation is depicted in Fig. 1.
The main role of SHAPE is to filter spatiotemporal properties from color and
depth cues to extract gesture information. This process represents a convenient
trade-off for reducing the amount of processed information without losing the
most relevant featural properties. The output of each processing stream is a set
of multi-dimensional vectors representing hand shape and motion features subse-
quently used for clustering. To extract motion information we first segment the
foreground depth data cloud corresponding to the hand. This allows for efficient
estimations of hand position in real-world coordinates. At every frame i, we es-
timate the hand centroid C = (cx, cy, cz) of the data cloud as the mean position
of all the points. We determine the hand velocity Si as the inter-frame differ-
ence in pixels between Ci and Ci−1. We then estimate the relative direction of
motion in space as Di = {Sx
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This representation expresses the intensity of direction-selective motion between
consecutive frames with respect to the position of the sensor.

For estimating hand poses we first extract color information and then obtain
the hand contour. We use an extension of the convexity approach technique [11]
that can describe a hand pose using dynamically selected points in the hand con-
tour. For each hand posture the points selection is minimized so that the feature
vector contains only the minimal number of features required for the pose repre-
sentation. The Convexity Approach is invariant to rotation and scale, and it can
be used to recognize gestures executed by different users. However, in order to
better extrapolate motion properties of dynamic gestures, it may be convenient
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Fig. 1: Example of hand segmentation and pose estimation with SHAPE for
static and dynamic gestures.

to introduce variance to rotation. We extract the contour centroid information
using image moments [12], and then calculate the angle θ between a vertical
line across the centroid and each point of the set. We use Hu moments [12] of
the selected points, instead of their distances, for reducing the dimensionality of
feature vectors. Hu moments are described in seven functions I using the central
moment of image pixels. They are invariant to rotation and scale. Therefore,
the hand pose is expressed in terms of a vector containing the set of Hu moments
and the hand angle, formally expressed as Pi = {I1, ..., I7, θ}.

3 Learning Framework

We propose a neurally inspired approach to process shape-motion features sep-
arately by two different streams. An overall overview of the learning framework
is depicted in Fig. 2. First, spatiotemporal properties of the visual scene are
processed by two parallel channels: one channel for processing shape features
and the other channel for motion properties [7][9]. Second, inherent spatiotem-
poral dependencies of dynamic gestures can be implicitly learned by a hierar-
chical architecture to obtain increasingly abstract representations of the sensory
inputs [8][9]. Therefore, both channels comprise hierarchies of competitive net-
works to extrapolate gesture dynamics from sequences of shape snapshots and
optic-flow patterns respectively. Synchronized multi-cue features, i.e. features
coming from the same time frames, are combined by a subsequent network for
a more robust representation of the gesture. Our third assumption is based on
cortical input-driven self-organization, suggesting that specific areas of the visual
cortex are composed of topographically arranged neural structures that organize
according to the distribution of the inputs [10]. Therefore, encoded representa-
tions can be learned with an unsupervised scheme by adaptively obtaining the
feature subspace. The processing of multi-dimensional flow vectors with a self-
organizing map (SOM) [14] has shown to be a plausible and efficient model for
recognizing behavioral patterns [4][5][6]. A SOM network consists of an input
and a competitive layer. Each unit j has an associated d-dimensional prototype
vector pj = [pj,1, pj,2, ..., pj,d]. The SOM algorithm computes the models so that
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Fig. 2: FINGeR pipeline for the hierarchical SOM-based clustering of encoded
gestures with the SHAPE algorithm. Pose and motion properties are processed
by two different streams, ΦS and ΦM respectively. Synchronized multi-cue rep-
resentations are subsequently combined by ΦC .

they describe the domain of observations preserving the topological properties
of the training data. For each input vector x = (x1, ..., xd), the best matching
unit (BMU) b for xi is selected by the smallest Euclidean distance:

b(xi) = argminj‖xi − pj‖ . (1)

The hierarchical clustering is structured into two separate streams for the
parallel processing of shape and motion cues, each composed of two SOM lay-
ers. We label training samples so that during the training labels are propagated
along the hierarchy and are associated to prototype vectors. Each competitive
network is trained with a batch variant of the SOM algorithm. Batch learn-
ing requires fewer parameters and converges much faster than the traditional
stepwise recursive algorithm. The parameters for the SOM map structure and
training algorithm are the same as in our previous work [6].

The inputs of the first layers ΦS
1 and ΦM

1 are the training sets of sequentially
encoded features for shape and motion, denoted as S and M respectively. After
this training phase, chains of labeled best matching units for ordered train-
ing sequences produce time varying trajectories on each network map. For a
given network Φ and a training set X , we define the set of map trajectories as
T (Φ, X) = {b(xi−2), b(xi−1), b(xi, λ(xi)) : i ∈ [3, n(X)]}, where b is defined by
Eq. 1, λ(xi) is the label associated to xi and n(X) is the number of elements in
X . The networks ΦS

2 and ΦM
2 in the second layer are trained with T S = T (S,ΦS

1 )
and TM = T (M,ΦM

1 ) respectively. This step produces a mapping with gesture
segments from consecutive samples. The third layer represents the integration of
shape and motion features as BMU pairs of synchronized single-cue trajectories.
Therefore, the network ΦC is trained with the set of pairs

P = {〈b(T (ΦS
2 , T

S
g )), b(T (Φ

M
2 , T

M
g ))〉 : g ∈ [1, w]} , (2)

where w is the number of computed trajectories. After this final training step,
we compute the set of labelled prototype vectors for multi-cue gesture pairs,
formally expressed as P = {〈pg, λ̂(pg)〉}. At recognition time, extracted cues are
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processed separately through the hierarchies. For every three novel observations,
we compute one testing trajectory for each stream. For each computed testing
pair sample pg+1, the recognition output is the label λ̂(pg+1).

4 Experimental Results

We captured RGB-D videos with an ASUS Xtion sensor at a constant frame
rate of 30 Hz, a pixel resolution of 640x480, and an operation range from 0.8
to 2 meters. To reduce sensor noise, we computed the median value for every 5
measurements. Each second of video segmentation processed with the SHAPE
algorithm extracted therefore 6 poses and 6 motion vectors. The system was
trained with 10 different gesture classes. Each gesture was performed 10 times
by three different individuals for a total of 300 training gestures.

To evaluate accuracy at recognition time, each gesture class was performed
30 times from varying sensor distances within the operation range. We run ex-
periments on the 300 testing gestures with single-cue information, i.e. motion
and shape, and their combination. The recognition result is based on the statis-
tical mode of the last 3 output labels obtained from the network. A quantitative
improvement on using multi-cue combination over single cues can be seen in Fig.
3. For our test set, the average accuracy increase on using combined cues over
motion and shape inputs individually is 17% and 13% respectively. Furthermore,
multi-cue combination has shown better results also compared to choosing the
best result between single-cue approaches, with an average improvement of 10%.
Additional experiments suggested that the significance of overall improvement
introduced by cue integration is dependent on the dynamics of the training set,
i.e. gestures relying more on motion, shape or both properties to be correctly
represented. The extraction of cues and recognition were performed with per-
ceptually irrelevant latency providing real time characteristics.
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Fig. 3: Evaluation of FINGeR on a set of 10 dynamic gestures.

5 Conclusions and Future Work

We presented a modular two-stream framework for learning and recognizing
multi-cue dynamic hand gestures based on three main assumptions that are con-
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sistent with neural evidence. The SHAPE algorithm extracts relevant statistical
measurements of hand shape and motion from RGB-D videos to be encoded as
small-dimensional flow vectors. The proposed hierarchical SOM-based clustering
has shown to be a prominent method for learning dynamic gestures, providing
perceptually real time recognition. Experimental results led to a quantitative
enhancement of recognition rates for multi-cue combination over the single-cue
strategy. The results obtained with FINGeR motivate further experiments with
a wider number of more complex gestures, e.g. using both hands, and suggest
that extensions of this approach may find a number of applications in the field
of human-robot interaction: from a more natural communication with robots to
the recognition of the sign language.
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