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Abstract. This paper presents a methodology which aims at detecting
mislabeled samples, with a practical example in the field of bankruptcy
prediction. Mislabeled samples are found in many classification problems
and can bias the training of the desired classifier. This paper proposes a
new method based on Extreme Learning Machine (ELM) which allows for
identification of the most probable mislabeled samples. Two datasets are
used in order to validate and test the proposed methodology: a toy example
(XOR problem) and a real dataset from corporate finance (bankruptcy
prediction).

1 Introduction

There is nowadays a large choice in Machine Learning techniques that can be
used for the problem of classification. The focus of this paper is on the reliability
of the data, and more precisely in that of the output. For various possible rea-
sons, mislabeled data often exist in real life data sets, e.g. due to a human error
or technical difficulties in the acquisition process. Subsequently, any machine
learning method using this mislabeled data is building a model based on it, and
perpetrates the learned mislabels from the training to the test. This problem
becomes even more important with a limited amount of training samples. In
this situation, there might not be enough correctly labeled samples in order
to compensate for the mislabeled ones. Most general approaches for detecting
outliers and mislabeled samples use a majority vote or consensus of results of
several different classifiers [1, 2, 3]. In general, finding the mislabeled samples
is not a trivial task to solve, as the model used to identify these mislabels still
needs to be trained on that same data, with mislabels omitted. This paper
proposes a new methodology which focuses on the case of binary classification
(i.e. where each sample has only two possible labels, and thus only one possible
re-labeling). The general assumption of the proposed methodology is that by
correctly re-labeling a number of mislabeled samples, the error in generalization
will decrease. and thus enable to identify the originally mislabeled samples. The
Extreme Learning Machine (ELM) model for classification is a key part of the
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method, as it is a nonlinear universal approximator [4], yet a Leave-One-Out
(LOO) Mean Square Error (MSE) for a given set of mislabeled samples is calcu-
lated with a direct and exact formula. The Mislabeled samples Detection ELM
(MD-ELM) method works as follows. An ELM is trained using the initial la-
bels, and a baseline LOO error is calculated. Then labels of different random
sets of samples are flipped, and the LOO error is re-calculated using a PRESS
[5, 6] error formula for each of the flips. If the result error is lower than the
baseline one, the selected samples are marked as possibly mislabeled. After sev-
eral iterations, it is possible to build an histogram depicting the frequency for
each sample to have been identified as mislabeled. Samples with a high-enough
frequency are deemed to be actual mislabels, then. The method can use sev-
eral different ELMs to explore multiple views on the classification problem and
avoid overfitting. The method is presented formally in the following section 2.
The Experimental results section 3 presents an application of the MD-ELM to
two datasets: a benchmark and a real-world dataset in the field of Bankruptcy
prediction. The summary, conclusions and further works are presented in the
Conclusions section.

2 Methodology

The proposed methodology is based on the idea that the generalization error of
a chosen model decreases (estimated by its LOO error in this case) if some of the
mislabeled samples of the training set have their labels changed to the actual
correct class, i.e. the class they should have had. In fact, mislabeled samples can
be misclassified themselves and/or influence the classification of other correctly
labeled samples.

Denote by X = {x;}1<;<n the dataset of input samples, x; € R? and y =
{yi}1<i<n the output labels, with y; € C with C the set of all possible classes. In
the following, the special case of binary classification, C' = {—1,1} (which implies
that there is only one possible change of label for each sample), is of concern. The
Machine Learning method considered is the Extreme Learning Machine (ELM)
[4] for its low computational cost: as the details of the proposed methodology
highlight, there is a need for a large number of iterations using several models,
and therefore, a very fast model is needed. The details of the methodology are
given in subsection 2.2.

2.1 Extreme Learning Machine and LOO Error

The Extreme Learning Machine (ELM) [4] is a single-layer feedforward neural
network with fixed random weights and biases. The hidden layer output is
gathered to the matrix H (see [4] for details), and the output layer matrix 3 is
computed as 3 = Hfy, where y is the vector of outputs and H stands for the
Moore-Penrose pseudo-inverse of H [7]. Due to the linearity between the hidden
neurons and the outputs, there exists a direct and exact formula for finding the
PRESS (Prediction Sum of Squares) Leave-One-Out [6, 5, 8] error of the ELM:
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PRESS = 77 2 < 1 h (HTH)_l B’ ) (1)

with H = {h;}1<i<n, h; € R™ (n being the number of neurons in the ELM
model). This means that each observation is “predicted” using the other N —
1 observations and the residuals are finally squared and summed up. A fast
matrix-oriented algorithm for the evaluation of MSEprgss can be found in [9].
The MSEpgrgss formula is well suited for finding mislabeled samples by using
the Leave-One-Out MSE, because the products h; (HTH)_1 HT” are calculated
only once, and used repeatedly in Eq. 1 for calculating MSEprgss for different
permutations of labels within y. Indeed, permutations of values in y mean that
only the last part of the matrix product h; (HTH) ! H”y need be recomputed.

2.2 Finding mislabeled samples with ELM

The methodology proposed in this paper is named MD-ELM, for Mislabeled-
Detecting-ELM, for which the overall algorithm is presented in algorithm 1. It
uses several ELMs to circumvent possible effects of random initialization.

Algorithm 1 Algorithm of the proposed MD-ELM.

1: Inputs X € RVX4 and outputs y € CV

2: Set K the maximum amount of mislabelled samples

3: Set q € NV a vector holding the mislabel frequencies for each sample
4: Set L the desired number of improvements found by each ELM

5: for ELM in a set of ELMs do

6: Calculate h; (HTH)_1 H” (fixed for that ELM)

7:  Calculate the baseline MSEprpgg using 1 and the initial y
8:  Initialize number of improvements [ = 0

9.  whilel < L do

10: Select random £* s.t. 1 <k* < K

11: Get y* by switching randomly a set s* of k* labels in y
12: Get MSEpRpgg using y* instead of y

13: if MSEpRpgs < MSEpppgs then

14: Update frequencies in q as ¢; = ¢; + 1,Vi € s*

15: l=1+1

16: end if

17:  end while

18: end for

19: Select mislabelled samples by a threshold on the frequencies q

In plain text, at the end of algorithm 1, the vector q € N¥ holds for each
sample the number of times that a flip of the label of this sample has resulted
in an improvement of the Leave-One-Out MSE. Which means that the samples
with the highest counts in q are the ones for which a flip of the output label is
the most beneficial. Of the main ideas of the methodology is thus to use the
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computational speed of the calculation of the MSE for the Leave-One-Out case
of the ELM to perform random flips of the class of the samples present in the
training set. The frequency count of which flips resulted in better LOO MSE
enables the identification of statistically likely to be mislabeled samples. The
next section presents two applications of the method: one for the artificial XOR
toy problem to show the correctness and feasibility of the methodology, and the
other to a real-world financial problem of bankruptcy prediction.

3 Experimental results

3.1 XOR problem

XOR problem is a well-known benchmark classification problem, which cannot
be solved linearly. The given problem is to predict the sign of a product of two
scalars, both taken uniformly from the interval [—1,1]. 500 samples are drawn
in total for X, out of which 50 output labels were switched on purpose in the
dataset — and have therefore the wrong class. The obtained frequencies for each
sample and originally mislabeled samples are shown on Figure 1.
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Fig. 1: XOR sample occurrence count in q. True mislabeled samples are identi-
fied by red stars (the 50 labels that were flipped on purpose).

The method succeeds in finding 49 mislabeled samples out of 50. Mislabeled
sample #295 is the only one which was not selected, and sample #98 is the
correct one selected as a mislabeled. But these samples have input values of
(—0.02,0.47) and (—0.06, —0.01) respectively, so they both lie on a borderline or
center of the XOR, which makes their classification difficult.

3.2 Bankruptcy prediction

The ability to predict bankruptcy of a firm is crucial for an investor or a creditor
(bank) who wishes to ensure that he will be reimbursed later on. This experiment
adopts binary classification to label the firms. An healthy company means that
it is able to reimburse its debt and it has continuity and future. However, a
bankrupted company is one that is unable to meet its financial obligations. In
other words, it cannot pay back its debtors and begin a liquidation process that
stands for sale or cessation of the company. The data set was built by du Jardin
[10]. and includes 500 firms from year 2002. In the data set, the proportion
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of healthy and bankrupted firms is 50 : 50 and the firms are all from the trade
sector. Before archiving the frequencies of each sample, variable selection was
applied [11] with 7 variables selected for the training. The histogram of the
frequencies q as for the previous experiment is shown on Figure 2.
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Fig. 2: Bankruptcy prediction occurrence count and expert-identified mislabeled
samples.

The method shows 20 samples with high frequency that may be mislabeled.
Those samples have been analyzed by two independent financial experts. For
the selected samples #41, #212, #437 and #448, both experts consider that the
samples are surely mislabeled in the first place. For the most of samples, one
out of two experts considers that they are mislabeled. This is the case for the
selected samples:-#160, #168, #301, #427, #458, #465, #474, #482, #483,
#485, #490 and #494. For #288, #452, #454 and #486, the experts do not
consider these selected samples as mislabeled. Taking into account the experts
classification, the proposed method seems to be successful in 16 mislabeled sam-
ples out of 20. These selected mislabel samples will be investigated in detail in
the future by other financial experts using more information about the selected
companies. It can be considered that the proposed methodology is successful
since only 20 companies have to been analyzed furthermore instead of the initial
500 companies, to identify mislabels.

4 Conclusions

A new method for finding originally mislabeled samples in a dataset is proposed
for the problem of binary classification. It utilizes ELM as an extremely fast
and nonlinear model for which the MSE of the Leave-One-Out can be com-
puted at almost no cost, and then tries different combinations of re-labeling to
find the mislabeled data points. The power of the method comes from testing
combinations of re-labeled points instead of points separately, which captures
correlations in data. Despite factorial amount of possible combinations of sam-
ples, the method shows good results in reasonable computation time, due to an
extremely fast LOO error calculation with ELM. The method was tested on the
XOR artificial benchmark problem, where the task was to predict the sign of
a product of two numbers chosen randomly from interval [—1,1]. The method
successfully found 49 out of 50 mislabeled samples. For real dataset in the field
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of bankruptcy, the results are very promising and are helping greatly to decrease
the work of financial experts that have to analyze the given datasets. In the fur-
ther work the method will be applied to more diverse range of datasets to find
the areas with maximal benefits provided by correctly re-labeled samples. An
extension of the MD-ELM to Big Data with hundreds of thousands of samples
will be explored, as such datasets, being labeled by humans, often suffer greatly
from mislabeling.
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