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Abstract. In this paper we present a scene understanding approach for as-
sistive robotics based on learning to recognize different objects from RGB-D
devices. Using the depth information it is possible to compute descriptors
that capture the geometrical relations among the points that constitute an
object or extract features from multiple viewpoints. We developed a frame-
work for testing different neural models that receive this depth information
as input. Also, we propose a novel approach using three-dimensional RGB-D
information as input to Convolutional Neural Networks. We found F1-scores
greater than 0.9 for the majority of the objects tested, showing that the
adopted approach is effective as well for classification.

1 Introduction

The efficient recognition of parts of the environment is relevant for a variety of sce-
narios ranging from lower-level grasping and manipulation to higher-level robotic
assistance. The way the human brain performs these activities is an attractive
source of inspiration, due to its capacity to deal with noise, to operate in clut-
tered scenarios and to generalize from few examples. Concerning object recogni-
tion, some researchers have focused on viewpoint-independent recognition, assum-
ing that this process can be accomplished using invariant features that must match
three-dimensional representations of objects stored in the memory [1]. Others state
that the brain stores multiple viewpoint representations of objects in the brain and
uses strategies to interpolate and to generalize the results for viewpoints that are
not initially presented [2].

Additionally, depth information can play an important role in recognition [3]
and many approaches for scene understanding and object recognition have been
developed in the last years taking into account the rich information provided by
depth sensors. The impact of depth and RGB data sources was explored in [4],
where the improvement obtained for object recognition tasks performed by a mobile
robot was shown. Similar approaches have been tested in which different neural
models were employed to treat different representations such as color, shape or
depth [5],[6]. This paper differs from these previous approaches since we developed
and evaluated different neural models that take into account the geometry of the
point cloud. We consider that this three-dimensional information processed by the
brain is particularly useful to distinguish parts, faces, etc, of an object under differ-
ent environment conditions. This is potentially important to recognize categories
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Fig. 1: (a) Scheme of the proposed framework divided in modules. (b) Scenario
with a NAO robot and three objects. (¢) RGB image from the RGB-D device. (d)
Point cloud from RGB-D device. (e) Segmented objects.

and instances (different books, different cups, etc) of objects. Our contribution
can be summarized as follows: i) a novel approach using three-dimensional RGB-D
information as input to Convolutional Neural Networks and ii) an implementation
that encompasses both invariant geometric features from the objects and features
extracted from multiple viewpoints and that allows testing different neural models.

This article is organized as follows: Section 2 presents the framework used
and the neural approaches developed, Section 3 is devoted to our experiments and
Section 4 concludes and presents future directions.

2 Object recognition and interaction with the environment

A database was built containing RGB-D data from objects in different poses (de-
fined as the objects (x,y, z) coordinates and (roll, pitch, yaw) orientations in re-
lation to the RGB-D device’s viewpoint), since the robots should act in an envi-
ronment and recognize objects regardless of the pose (no capture was made with
robots in movement). Figure 1 shows a NAO humanoid robot (b) looking at exam-
ples of these objects on a table and the corresponding RGB image (¢) and depth
capture (d).

We are considering the objects located on the largest surface captured by the
RGB-D device. We use RANSAC (RAndom SAmple Consensus) [7] to identify
these planes. In our case, the z axis points to the direction of the objects. There-
fore, for segmentation, the scene is reoriented in a way that the z axis becomes
orthogonal to the normal vector of the plane. Thus, we identify all objects that
have y coordinate values higher than the average value of the y coordinate of the
points that compose the plane. Finally, we consider only objects located within a
tolerance distance from the center of mass of the segmented plane (Figure 1d).
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2.1 Framework for recognition

Figure la shows the system overview. The Interface with Environment provides
an interface through which it is possible to manually select the objects previously
segmented. The features extracted from the selected object are sent to the other
modules. The Communication Manager Module is responsible for redirecting mes-
sages exchanged by different modules. Usually, the Interface with Environment
Module will send descriptors captured from RGB-D data to recognition modules
and these modules will send back the categorization/instantiation.

2.2 Recognition based on three-dimensional feature descriptors

In this case, the input to the neural network models is a feature vector obtained us-
ing VFH (Viewpoint Feature Histogram) [8] to collect a multidimensional descriptor
representing the geometrical relations of the points that compose an object. We
also use Principal Component Analysis to reduce the input vector. This descriptor
is used for category recognition with two neural approaches: i) Feedforward Net-
work (MLP+VFH) and ii) Self-organizing Map (SOM+VFH). The SOM adopts
the labelling scheme of the output presented in [9].

2.3 Recognition based on features from multiple viewpoints

We developed an approach that receives multiple viewpoints as input to a Convo-
lutional Neural Networks (CNN) [10]. Generally, CNNs are composed of multiple
layers divided in i) a set of n feature maps (every map is the result of a convo-
lution operation) and ii) a set of n subsampling maps obtained from the feature
maps. We developed and tested two different CNN approaches: i) 2DCNN: CNN
with two-dimensional kernel and ii) S-3DCNN: CNN with three-dimensional kernel,
where a three-dimensional kernel convolves with a stack of images [11]. As typical
in applications that use RGB images, this stack is populated with similar images.
In our case, for each object we generate n sliced planes that are orthogonal to the
z axis (imagine a bread sliced by a knife). As the normal vector to the slice is
parallel to the z axis, each slice is represented as a projection in z-y plane. This
sliced object fills the stack of images, each slice occupying one position. The stack
is used by the S-3DCNN preserving the sequence, as the geometrical relation be-
tween the parts of the object matters. Finally, these slices are then convolved with
the three-dimensional kernel and the weights of this kernel are adjusted taking into
account the position and sequence in the object.

3 Experiments

For our database, it was important to have objects observed from different view-
points on tables and on the floor to comprise different situations in which the
robots could act, since we aimed also testing how the robots generalize the results
for different scenarios. We captured 5 different categories with 5 different objects
for each category (instances) in 6 different viewpoints. In addition, this database
also contains one instance of each category per object (used only in experiments of
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Fig. 2: (a) Online experiment with four objects: (b) Cup, (c) Book, (d) Box and
(e) Can.

category recognition): 5 different categories in 8 different viewpoints, 5 times for
each viewpoint (to take into account noisy captures). The total number of images
acquired was 350. The samples used for training were composed by single objects,
but online tests with multiple objects were also conducted.

The number of units for the MLP, CNN and SOM was 100, 250 and 360 respec-
tively. In the CNN, the number of feature maps in the first and second layer was 20
and 30 respectively. We used a kernel of 5 x 5 pixels. For all neural networks, the
learning rate was 0.01. The number of slices in the S-3DCNN was 10. The training
and testing sets were divided in 60% and 40%. We performed a systematic search
in the parameter space and defined the values that performed better. Each exper-
imental result presented below was obtained from an average over 5 simulations.
This number of runs was chosen due to the computational time required and since
the methods presented very stable results.

Figures 2(a)-(e) show an example of online recognition with four objects on a
table using MLP+VFH. It is important to note that the robot can select one object
each time, which is particularly interesting in cluttered environments. Also, the
object partially occluded can be recognized.

Figure 3a shows the recognition results based on three-dimensional feature de-
scriptors. We can note that both methods have good accuracy with Fl-scores
greater than 0.96. To test the performance under different viewpoints, we applied
to each sample rotation in roll, pitch and yaw (3 x 3 x 3). Thus, we have 28 samples
per point cloud (27 generated and 1 original). Considering the 350 samples of our
database the total amount is 9800 (28 x 350). For each sample generated, we also
added noise in 10% of each of the clouds.

Figure 3b shows the recognition based on features from multiple viewpoints.
The results have good accuracy with Fl-scores greater than 0.89. In the case of
the CNN, we also applied rotation (roll, pitch and yaw) to create a dataset of 9800
samples. The results obtained from Figure 3a and Figure 3b represent different
methodologies (and theories) and should be analysed separately. The CNN ap-
proaches receive images (size 50 x 50 pixels) from different viewpoints that provide
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Fig. 3: Fl-scores for each category: (a) MLP+VFH and SOM+VFH and (b)

2DCNN and S-3DCNN.
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Fig. 4: Fl-scores for each instance per category.

information in a slightly different way (projections of the cloud in the z-y plane).
We demonstrated with this experiment that the recognition based on features from
multiple viewpoints offers an efficient alternative approach. The partial knowledge
contained in each viewpoint can be used further for a final decision about the clas-
sification of one object. It is possible to use multiple “readings” from different
viewpoints to recognize an object when the object is not clearly visible due to
noise or distance factors, like animals in general do. Similarly, S—3DCNN has also
promising results and requires investigation about how to use the partial knowledge
contained in each slice, since they can lead to a different classification.

Instance classification results are shown in Figure 4. We choose 2DCNN since
it presented better results in the previous experiments. CNNs can also extract
features based on textures, which is ideal for instance classification. We used two
approaches: 1) one 2DCNN to classify all different instances and ii) five differ-
ent 2DCNN per category. In general, the results were better or similar for the
second case, indicating that the division of labour works. But there are 6 cases
for which F1l-scores were worse (considering the standard deviation): Box3, Cup2,
Cup3, Sponge2, Sponge4, Sponge5. We believe that this behaviour was caused by
the fact that some of the instances (for example the sponges) do not have strong
geometrical and textural features or that they are too similar to be recognized with
a limited number of samples.
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4 Conclusions and Future Works

The framework presented in this paper was developed keeping in mind that robots
should understand the interactions between objects and other parts of the environ-
ment, such as supporting surfaces. To learn the objects from its RGB-D devices
we developed and tested several neural models. The results enabled us to draw
the conclusion that features obtained from multiple viewpoints are a rich source of
information to be explored. Each view or slice from S-3DCNN potentially stores
valuable information that can be used to improve the recognition. As future steps,
we plan to integrate multiple views captured over time and evaluate the improve-
ment in the recognition accuracy.
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