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Abstract. Dry eye is a prevalent disease which leads to irritation of the
ocular surface, and is associated with symptoms of discomfort and dryness.
The Guillon tear film classification system is one of the most common
procedures to diagnose this disease. Previous research has demonstrated
that this classification can be automatized by means of image processing
and machine learning techniques. However, all approaches for automatic
classification have been focused on dark eyes, since they are most common
in humans. This paper introduces a methodology making use of feature
selection methods, to learn which features are the most relevant for each
type of eyes and, thus, improving the automatic classification of the tear
film lipid layer independently of the color of the eyes. Experimental results
showed the adequacy of the proposed methodology, achieving classification
rates over 90%, while producing unbiased results and working in real-time.

1 Introduction

Dry eye syndrome is recognized as a growing health problem, and one of the
most frequent reasons for seeking eye care. One of the clinical tests used for dry
eye diagnosis is the lipid layer pattern assessment, which consists in categorizing
tear film images acquired with the Tearscope Plus and using the Guillon classifi-
cation system [1]. This system is based on a grading scale composed of different
categories: open meshwork, closed meshwork, wave, and color fringe. There is
no doubt that this classification system is a valuable technique which provides
relevant information about the tear film, and so allows clinicians to diagnose dry
eye syndrome. Furthermore, the Tearscope Plus and the grading scale defined
by Guillon have proven their validity to carry out this task [2].

Lipid layer patterns do not depend on the eye color, although it has been said
that optometrists find more difficult to categorize them in light eyes. In fact,
Efron [2] suggests the use of two different grading scales based on the Guillon tear
film classification system, one for dark eyes and another for light eyes. Therefore,
the main objective of this paper is to select the most relevant features for the
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task of tear film classification and to adapt the existing methodology, making it
adequate to work also with light eyes.

Related work: A real-time application for tear film classification was pre-
sented in [3], using texture analysis and feature selection. Due to the hetero-
geneity of the lipid layer, tear film maps were presented in [4] to detect several
patterns in one single image by applying the global methodology at a local level,
using decision voting systems. However, these automatic tools were designed for
dark eyes, the most common ones in human beings. To the best knowledge of
the authors, there is no attempt in the literature to automatically classify the
tear film patterns observed in light eyes.

Our framework: The framework proposed herein takes advantage of fea-
ture selection techniques to consider both dark and light eyes for tear film lipid
layer classification, thus it can be used in clinical and research settings to im-
prove the diagnosis and treatment of dry eye. Moreover, by reducing the number
of features required for classification, the time to extract the features from the
images is reduced accordingly. So, our framework makes three important con-
tributions: (1) it is able to tackle tear film classification regardless of the eye
color; (2) it provides a reliable tear film classification for Tearscope images; and
(3) it works in real-time.

2 Research methodology

A four-step methodology is proposed to obtain an efficient system for automatic
tear film classification regardless of the eye color. In what follows, every step
will be explained in depth.

2.1 Region of interest

Experts that analyze these images focus on the bottom part of the iris, in which
the tear film can be perceived with higher contrast. Thus, the whole analysis
takes place in this area called the region of interest (ROI), which can be selected
as follows: (1) the green channel of the input image in RGB is selected in this
stage; and (2) a rectangular ROI is located inside the lightest area of the iris by
analyzing the value of the pixels from the center of the pupil to the bottom part
of the image (see Figure 1).

Fig. 1: ROIs of two representative images, from left to right: a dark eye with a
color fringe pattern, and a light eye with a closed meshwork pattern.
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2.2 Feature vector

The ROI is analyzed in terms of color and texture, and a feature vector is
obtained using the following methods [3]:

• CIE 1976 L*a*b* [5]. It is a chromatic color space used in this research for
color analysis. It is perceptually uniform, an important characteristic since
clinicians’ perception is being imitated. Thus, the ROI is transformed from
RGB to CIELAB, to subsequently analyze the texture of its three channels.

• Co-occurrence features [6]. It is an effective method for texture analysis,
which generates a set of gray level co-occurrence matrices, and extracts 14
statistical measures from them. The mean and range of these statistics are
calculated across matrices to obtain a texture descriptor.

2.3 Feature selection

Feature selection techniques can be divided into filters, wrappers and embedded
[7]. Both wrappers and embedded methods have the risk of overfitting when hav-
ing more features than samples [8], as in this research. Therefore, the following
filters were chosen for a comparison study after subsequent classification:

• Correlation-based feature selection (CFS) [9]. This multivariate filter ranks
feature subsets according to a correlation based heuristic evaluation func-
tion, whose bias is toward subsets that contain features that are highly
correlated with the class and uncorrelated with each other.

• Consistency-based filter [10]. This algorithm evaluates the worth of a sub-
set of features by the level of consistency in the class values when the
samples are projected onto the subset of attributes.

• Mutual Information Maximization (MIM) [11]. This univariate filter sim-
ply ranks the features in order to their mutual information score between
each feature and the class.

• minimum Redundancy Maximum Relevance (mRMR) [12]. This multi-
variate method selects features that have the highest relevance with the
target class and are also minimally redundant, i.e. selects features that are
maximally dissimilar to each other. Both optimization criteria (Maximum-
Relevance and minimum-Redundancy) are based on mutual information.

2.4 Classification

Finally, the feature vector has to be classified into one of the four Guillon cat-
egories. In this stage, five popular machine learning algorithms were selected
aiming to provide different approaches of the learning process: C4.5, Naive
Bayes, Ib1, Random Forest (all of them available in Weka [13]), and libSVM
[14]. A 10-fold cross validation is performed.
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3 Experimental results

The proposed methodology has been tested on two datasets acquired and an-
notated by experienced optometrists, with subjects aged from 19 to 33 years.
These two datasets are: (1) VOPTICAL I1 dataset, composed of 105 images of
dark eyes –29 open meshwork, 29 closed meshwork, 25 wave and 22 color fringe–;
and (2) VOPTICAL L dataset, composed of 108 images of light eyes –30 open
meshwork, 28 closed meshwork, 27 wave and 23 color fringe–.

Table 1 shows the test accuracies for all pairwise feature selection methods
and classifiers applied to both datasets, and the combination of them (last col-
umn). Note that “No FS” is the baseline classification without feature selection.
Since MIM and mRMR return a ranking of features, a threshold is necessary,
and in this work we have opted for choosing the top 5%, 10%, 15% and 20%
of the ranked features. For the sake of brevity, only the best result among the
different thresholds is shown in the table. As can be seen, all classifiers perform
quite well providing results over 80% accuracy in some combinations, although
the best results for each dataset (marked in bold face) are obtained with the
libSVM classifier. Notice that, in general, the classification accuracies achieved
on the dataset with dark eyes are higher than those obtained on the light eye
dataset, confirming the added difficulty of this task. Moreover, it seems that
each type of eyes requires a custom treatment, since the best results were ob-
tained when applying the mRMR filter (threshold 15%) for dark eyes, while light
eyes’ best results were obtained with the CFS method. Additionally, the best
accuracy achieved for the combined dataset is lower that the best result obtained
with any of the other two datasets, which also seems to indicate the adequacy
of using a different treatment for each type of eye color.

Now that we have obtained acceptable classification accuracies for the three
datasets considered, we will focus on the time required to extract the correspond-
ing features, since the temporal cost for obtaining the whole set of features (588)
is not homogeneous. In fact, it has been demonstrated in [3] that the key is to
remove the features related with the so-called 14th statistic, which corresponds
with the maximal correlation coefficient [6]. Consequently, we have eliminated
the 14th statistics and analyzed the impact on both accuracy and processing
time. Table 2 shows the results (in terms of classification accuracy, time to ex-
tract the features and number of selected features) for the best configuration
for each dataset. Since the best result for the dataset which combines dark and
light eyes was obtained without feature selection, leading to a high extracting
time, we have also included the second best configuration which in fact uses
feature selection (last row). Notice that reducing the time required to extract
the features is paramount since (1) the automated tool has to work in real-time;
and (2) the methodology has to be applied at a local level, i.e. over thousands
of windows, to create the tear film maps (as mentioned in the Introduction).
Consequently, a non real-time approach would make the problem of tear film
maps unapproachable. Note that the results obtained when removing the 14th

statistic showed a noticeable reduction in processing time while the accuracy did
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not drop to inadmissible values –in one case it even improved–. Furthermore,
the classification rates surpass now 92% regardless of the type of eye color.

Dataset

Classifier Filter Dark eyes Light eyes Dark & Light eyes

C4.5

No FS 75.24 78.70 74.18
CFS 78.10 75.93 80.75
Cons 72.38 80.56 80.75
MIM 74.29 72.22 70.89

mRMR 76.19 67.59 77.47

Naive Bayes

No FS 79.05 75.00 73.71
CFS 81.91 85.19 77.93
Cons 70.48 78.70 76.53
MIM 78.10 67.59 69.01

mRMR 80.95 75.00 73.24

Ib1

No FS 88.57 75.00 83.57
CFS 87.62 83.33 84.04
Cons 77.14 77.78 75.12
MIM 86.67 71.30 73.71

mRMR 86.67 73.15 77.93

Random Forest

No FS 84.76 78.70 82.16
CFS 86.67 81.48 82.63
Cons 80.95 81.48 85.45
MIM 83.81 71.30 77.93

mRMR 81.91 72.22 80.75

libSVM

No FS 92.38 90.74 90.14

CFS 93.33 91.67 89.67
Cons 88.57 90.74 85.45
MIM 91.43 84.26 84.51

mRMR 94.29 74.07 86.86

Table 1: Test classification accuracy.

Dataset Filter with 14th without 14th

Dark eyes mRMR 15%
94.29% 92.38%
8.06 s 0.80 s

88 feats. 76 feats.

Light eyes CFS
91.67% 92.59%
2.97 s 0.62 s

37 feats. 34 feats.

Dark & Light eyes

No FS
90.14% 89.67%
38.27 s 8.62 s

588 feats. 546 feats.

CFS
89.67% 87.32%
2.36 s 0.52 s

30 feats. 28 feats.

Table 2: Case study with libSVM and best configuration for each dataset.

4 Conclusions

The tear film classification systems proposed in previous studies are focused on
dark eyes since these are the most common. In this research, a methodology
to solve this classification problem for any type of eye color is presented. This
methodology includes the use of color and texture analysis techniques to obtain
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the learning features, feature selection filters to select the most relevant ones,
and different classifiers. All these methods have been tested on three datasets:
dark eyes, light eyes, and their combination.

Results obtained with this methodology proved its adequacy for tear film
classification when using Tearscope images of any eye color. Additionally, they
suggest the use of two different systems, one per eye type color, and demonstrate
that it is possible to classify any kind of eye with a classification accuracy over
92% in less than one second, thanks to the effectiveness of feature selection
thus allowing real-time use. The clinical relevance of these results should be
highlighted since the agreement between subjective observers is over 91%. As
future research, we plan to use the proposed methodology at a local level and
create tear film maps for light eyes too.
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