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Abstract. Lack of hearing is one of the most frequent sensory deficits among el-
der population. Its correct assessment becomes complicated for audiologists when
there are severe difficulties in the communication with the patient. Trying to facil-
itate this task, this paper proposes a methodology for the correct classification of
eye gestural reactions to the auditory stimuli by using machine learning approaches.
After extracting the features from the existing videos, we applied several classifiers
and managed to improve the detection of the most important classes through the use
of oversampling techniques in a novel way. This methodology showed promising
results, with true positive rates over 0.96 for the critical classes and global classifi-
cation rates over 97%, paving the way to its inclusion in a fully automated tool.

1 Introduction

Hearing loss is the third most prevalent chronic health condition facing older adults
[1]. The standard test for the clinical evaluation of hearing loss is the audiometry [2],
a behavioral test where the hearing thresholds of the patient are evaluated in order to
diagnose his or her hearing capacity. Since this evaluation is a behavioral test, it re-
quires a high interaction and understanding between patient and audiologist. This need
of communication is what causes serious difficulties when the patients suffer from cog-
nitive decline or other communication difficulties. A typical interaction is not possible
with this particular group of patients, instead, audiologists argue that there are some
unconscious and spontaneous reactions that may correspond with involuntary signs of
perception. These spontaneous reactions are gestural reactions that, in most cases, are
expressed in the eye region. Changes in the gaze direction or an exaggerated eye open-
ing might be interpreted as signs of perception to the auditory stimulus. The detection
and interpretation of these gestural reactions requires broad experience from the audi-
ologist, a high degree of concentration and it is very prone to errors.

All these circumstances highlight the need for an automatic tool which supports the
audiologist in the evaluation of patients with cognitive decline. This method must be
focused on the eye region in order to detect eye gestural reactions to the sound. To
that end, in this proposal we are going to analyze the eye movements using optical
flow information and color information from the sclera, the white area in the eye. The
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justification for using these features and an analysis of their behavior has been stud-
ied in detail in [3] and [4]. These two sources of information must be identified and
characterized in order to determine if a movement has occurred as a reaction to the au-
ditory stimulus. In order to determine if a significant movement has occurred, four eye
movement categories were established in accordance with the audiologist. These four
categories are: eye closure, eye opening, gaze shift to the left and gaze shift to the right.
Two of these categories are typically associated with gestural reactions to the sound:
gaze shift to the left and gaze shift to the right. This is motivated because patients with
cognitive decline or severe communication difficulties tend to stay still and passive dur-
ing the hearing evaluation, but, when they perceive an auditory stimulus they usually
tend to direct their gaze to the side on which they perceive the sound. However, not ev-
ery patient shows the same reaction, so the detection of the other eye movements could
be relevant in particular cases.

After extracting the final features from the videos, machine learning techniques
are applied aiming at automatically classifying the data into one of these four classes.
Specifically, we apply several classifiers and then try to improve the true positive rate
of the most important classes by using oversampling techniques. It is expected that the
proposed methodology will enable the proper assessment of patients when no interac-
tion is possible with high classification accuracy rates.

2 Methodology

As depicted in the Introduction, the development of an automatic solution capable of
analyzing the eye movements and detecting gestural reactions to the auditory stimuli
would be very helpful in the hearing assessment of patients with cognitive decline.
This automatic solution will receive as input a video sequence recorded during the de-
velopment of the hearing assessment, and it is going to be analyzed frame by frame.

2.1 Location of the Region of Interest (ROI)

The first step of the methodology is the location of the region of interest, which in this
case corresponds with the eye region. After that, we use two sources of information:
the optical flow and the white color distribution of the sclera.

2.2 Optical flow information

In the first part, the motion is estimated by applying the iterative Lucas-Kanade [5]
optical flow method with pyramids [6] over the ROI. Optical flow has shown optimal
results in the identification of general and unconstrained movements produced by ex-
pression changes. After some corrections, the obtained vectors from the optical flow
are categorized according to their strength since only the strong vectors are considered
as significant movements. A sample of the obtained vectors and their classification can
be observed in Fig. 1. In order to be able of reliably distinguishing the patient’s move-
ments it is necessary to characterize the movement using as base a set of properties
associated with that movement. The considered properties are: orientation, magnitude
and dispersion. The vector orientation provides information about the direction of the
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movement. For the definition of these descriptors, vectors are divided in eight differ-
ent equally distributed ranges according to their angle and the first eight vectors of the
descriptor correspond to the number of vectors in each of these ranges. The next eight
values are associated to the vector’s magnitude. With the vectors grouped by ranges, the
average of the module of the vectors is calculated. These features provides information
about the intensity of the movement, allowing to distinguish between strong and soft
movements. Finally, the dispersion contributes with other eight values to the descriptor.
The computation of the dispersion is also considered by range, according to the angle
of the vectors. This methodology is further detailed in [3].

(a) (b) (c) (d)

Fig. 1: Sample optical flow images: Optical flow is computed between (a) and (b).
Optical flow results in (c): green vectors for softer movements, yellow for intermediate
and red for strongest movements. Stronger vectors in (d) after filtering the rest.

2.3 Color information from the sclera

In order to detect the direction of the gaze, we use information about the white color
distribution of the sclera, so it is necessary to accurately delimit the eye’s boundaries.
The first step is the pupil location, which serves as a reference for the rest of the process.
A combination of interest operators and edge information is used to located the eye’s
boundaries. In order to determine the direction of the gaze, we need to estimate the
amount of white in the eye, using as reference the characteristic points previously ob-
tained (pupil’s center and eye’s boundaries). For the characterization of the movement,
we are going to compute a gray level distribution representing the gray level for each
one of the pixels located in the line connecting both eye’s corners. The result of this step
can be observed in Fig. 2 (left). The gray level distribution can be divided into three
areas of interest, i.e: iris, left side of the sclera and right side of the sclera. This way,
starting from the pupil’s center we go through the gray level distribution, both to the
right and to the left, until we detect the first white pixel that indicates the boundary be-
tween the iris and the sclera. As a result of this step, the distribution of the delimitation
of these three areas can be observed in Fig. 2 (right). For the feature vector, we include
30 values for the gray level distribution (the line connecting both corners is normalized
to 30 values) and 3 extra values which represent the total values for: the left side of the
sclera, the right side of the sclera, and for the left and right sides together. Furthermore,
in order to represent changes in the gaze direction, we compute the difference between
the gray level distribution of the actual frame i with the gray level distribution of the
frame i-3 (justified in [3]), which implies a contribution with 33 more values.

2.4 Classification

Finally, the descriptor of a ROI has to be classified into one of the four possible cate-
gories. For this task, several well-known classifiers available at the widely-used Weka

357

ESANN 2015 proceedings, European Symposium on Artificial Neural Networks, Computational  Intelligence 
and Machine Learning.  Bruges (Belgium), 22-24 April 2015, i6doc.com publ., ISBN 978-287587014-8. 
Available from http://www.i6doc.com/en/.



tool [7] were employed. A 10-fold cross validation is performed in order to analyze the
efficiency of the different methods.

Fig. 2: On the left one sample gray level distribution, on the right the delimitation of
the three areas of interest over the gray level distribution.

3 Experimental results

The proposed methodology has been tested on a normalized dataset which is composed
of 1180 samples and 90 features. Four different classes are included: eye closure (408
samples), eye opening (310 samples), gaze shift to the left (230 samples) and gaze shift
to the right (232 samples). Notice that the most important classes to detect are gaze shift
to the left and to the right, since they are associated with gestural reactions to the sound.
However, not every patient shows the same reaction, so the detection of the other eye
movements could be relevant in particular cases. Table 1 shows the classification results
using different algorithms, trying to find the most appropriate one for this problem.

Table 1: Classification results using a 10-fold cross validation for different algorithms
True positive rate

Method Accuracy ROC Area Closure Opening Left Right
C4.5 0.9000 0.9343 0.9152 0.9083 0.8948 0.8666
Naive Bayes 0.9331 0.9848 0.9487 0.9559 0.9447 0.8713
k-NN 0.9593 0.9721 0.9747 0.9532 0.9619 0.9368
SVM 0.9712 0.9899 0.9838 0.9623 0.9787 0.9579
RandomForest 0.9585 0.9972 0.9714 0.9567 0.9666 0.9357

In light of the results depicted in Table 1, the highest accuracy and TP rates were
obtained with SVM. This fact is not surprising at all, since Support Vector Machines
have demonstrated to be successful modeling and prediction tools for a variety of appli-
cations such as DNA microarray classification [8] or tear film lipid layer classification
[9]. Regarding the true positive rates, it is easy to note that these algorithms are of-
ten biased towards learning the majority class [10], leading to higher misclassification
rates for the minority class instances (gaze left and gaze right). Furthermore, it is worth
pointing out that the minority classes are the ones that have the highest interest in the
problem at hand, so we will try to improve their classification.

Numerous techniques are used to deal with imbalanced datasets in classification,
among them we would like to highlight the use of oversampling methods, which aim to
balance the class distribution by adding to the new dataset instances from the minority
class. In particular, the SMOTE algorithm [11] (available in Weka) is an oversampling
method that adds synthetic minority class examples to the original dataset until the
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class distribution becomes balanced. In order to do so, the SMOTE algorithm generates
the synthetic minority class examples using the original minority class examples in the
following way: the SMOTE algorithm searches the k nearest neighbors of the minority
class sample that is going to be used as base for the new synthetic sample. Then, in
the segment that unites the minority class sample with one or all of its neighbors, a
synthetic sample is randomly taken and is added to the new oversampled dataset.

As stated before, the usual approach is to replicate the minority classes until the
class distribution becomes balanced, so we applied an oversampling rate of 100% on
the classes gaze left and gaze right. In the second row of Table 2 we can see the results
of this experiment, in which the true positive rates for the two classes that are the most
important in this problem (gaze left and gaze right) have increased, while maintaining
the global accuracy. Based on some ideas raised in [12], and considering that what was
of real interest for us was to improve the identification of these two minority classes,
we performed some experiments increasing the oversampling rate to 200%, 300% and
400%, as can bee seen in the remaining rows of Table 2. For the sake of comparison,
the first row shows the classification results when no oversampling technique is applied.

The best results for the gaze shifts were obtained when the level of oversampling
is 400%. In this case, we achieve maximum true positive rates for the detection of the
most important classes (gaze left and gaze right) whilst the global accuracy has been
deteriorated in less than 0.3%. However, with 300% oversampling, we can maintain
the global accuracy with an important increase in the detection of gaze shifts. Notice
that, with these configurations, the TP rates for the detection of closure and opening
decrease, but they are still in acceptable values considering their lower incidence in the
detection of gestural reactions.

Table 2: SVM classification results using a 10-fold cross validation and applying dif-
ferent levels of oversampling

True positive rate
% Oversampling Accuracy ROC Area Closure Opening Left Right
0 0.9712 0.9899 0.9838 0.9623 0.9787 0.9579
100 0.9703 0.9907 0.9793 0.9589 0.9829 0.9607
200 0.9695 0.9898 0.9773 0.9625 0.9787 0.9615
300 0.9712 0.9901 0.9769 0.9589 0.9860 0.9667
400 0.9686 0.9909 0.9723 0.9528 0.9882 0.9707

4 Discussion and conclusions

In this paper we propose a methodology for the correct classification of eye gestural
reactions to the auditory stimuli in order to facilitate the hearing assessment of patients
when no cooperation exists. There are four eye movement categories: eye closure, eye
opening, gaze shift to the left and gaze shift to the right. The two gaze shifts are typically
associated with gestural reactions to the sound, so its correct detection is of utmost
importance. However, these two categories are the ones with the smallest number of
classes, so we proposed to include oversampling techniques in our methodology.

After extracting the features from the existing videos, we applied several state-of-
the-art classification algorithms to determine which one was more appropriate. Since
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SVM clearly outperformed the other techniques, we decided to use it for our case
study. Then, and trying to increase the true positive rates for the two classes of in-
terest (gaze left and gaze right), we opted for applying oversampling techniques, in
particular, SMOTE. The novelty of this work lies in the fact that, instead of replicating
the minority classes until they are balanced with respect to the majority classes, we
decided to apply higher oversampling rates so that the minority classes have now much
more instances than the previous majority classes. In this way, our hypothesis was that
by forcing the classifier to learn from a data where the two classes of interest were the
majority classes, their true positive rates would increase. Indeed, by choosing an over-
sampling rate of 300%, we were able to obtain true positive rates over 0.986 and 0.966
with a global classification accuracy over 97%.

In conclusion, the proposed methodology can classify the different movements with
reasonable detection rates, especially for the most important classes. This methodology
has shown encouraging and positive results, paving the way to its inclusion in an fully
automated tool. As future work, there is a need of more video sequences of patients
with this particular conditions so a more comprehensive analysis can be conducted.
Also, we plan to try feature selection methods to check if accuracy can be improved.
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